MIHICTEPCTBO OCBITU I HAVKU VKPATHU
JTOHELIbKNI HALIIOHAJIBHVI YHIBEPCUTET IMEHI BACUJISI CTYCA
OAKVJIBTET IHOOPMAILIMHUX I IIPUKJIAJTHUX TEXHOJIOT TN
KA®EJIPA IHOOPMAIIMHUX TEXHOJIOI'TI

XPUILJIMBUH IBAH ITOPOBUY

JlomycKkaeTbes 10 3aXHUCTY:

B.0. 3aBiqyBava kadeapu

1H(pOpMaIIHHUX TEXHOJIOTIH,

I-P. TEXH. HayK, mpodecop
Haramis BECEJIOBCBKA

« » 2025 p.

PEJYKIIISI HIAPAMETPIB HEMPOHHUX MEPEXK
HA NIJICTABI MAILIMHHOI'O HABYAHHS

CrneuianbHicTh 122 «KoMI'IoTEpHI HAyKH»

KBauigikauiiina (maricrepcbka) podora

HaykoBuii KepiBHUK:

Onexcanap POTIITENH, npodecop kabempu
1H(OpMaIIHHUX TEXHOJIOTIH,

1. T. H., Ipodecop

(miamuc)

OriHka: / /

(6anmu/3a mkanoro €EKTC/3a HalliOHANBEHOIO IKAJIOH0)

I'omoBa EK:

(migmmc)

Biaauus — 2025



AHOTANIA

XpunsmBuid 1. 1. Penykiis mapameTpiB HEHpOHHUX MEpeX Ha IIiJICTaBl
MamMHHOro HaB4yaHHA. CrerianbHicTh 122 «Kommn'totepni Hayku». JloHenbkuit

HallloHaJIbHUH yHiBepcuteT iMeH1 Bacuns Cryca, Binnuis, 2025.

VY xBamidikariiaiii poOOTI JOCTIHKEHO METOIU ONTUMI3aIli BUKOPUCTAHHS
nam'sTi y BeIMKuX MoBHUX Mojnessix (LLM) ta po3poOneHo miaxoau A0 peayKIii
napameTpiB HelipoHHUX Mepex. [IpoaHaiizoBaHo cydacHi apxitektypu Mixture-of-
Experts (MoE), metonu kBanTu3auii, ontumizamii KV-kema ta Qakropuszamii
eMOEIUHT1B.

3anponoHoBano Meron shared MoE layer, sikuii 7103B0JIsSi€ BUKOPUCTOBYBATH
OJIMH Hallp €KCHIepTiB Ha BCIX Mmapax Mojenl 3amicTb okpemux FFN O6nokis.
ExcnepuMeHTaabHO MIATBEPKEHO, 0 Mojeb 3 SOM mapameTpiB ocsrae siKOCTl
1IiIepHO1 Mojieni 3 125M mapameTpis.

Po3pobneno meromosorito kouBeprarii icaytounx MoE moneneit (Qwen 3
30B-A3B) nwisxom 00'€emHAaHHS €KCIEPTIB Yy TJ00ajdbHUN MyJd 3 HACTYITHUM
3actocyBaHHsAM REAP pruning i BUAQJ€HHS HAJJIMIIKOBHX EKCIEPTIB.

OuikyeTbes peaykiis 80-90% mapameTpiB mpu 30€pe’KEHHI SKOCTI.

Karwuosi ciioBa: Benmki MoBHI Mozeni, Mixture-of-Experts, pexykirist

napametpiB, shared experts, REAP pruning, KV-kemi, kBantuzaiiisi.

69 c., 12 ta6:x., 7 puc., 50 mxeper.



ABSTRACT

Khryplyvyi I. 1. Reduction of Neural Network Parameters Based on Machine
Learning. Specialty 122 "Computer Science". Vasyl' Stus Donetsk National
University, Vinnytsia, 2025.

The qualification work investigates methods for optimizing memory usage in
Large Language Models (LLM) and develops approaches to neural network
parameter reduction. Modern Mixture-of-Experts (MoE) architectures, quantization
methods, KV-cache optimization, and embedding factorization are analyzed.

A shared MoE layer method is proposed, which allows using a single set of
experts across all model layers instead of separate FFN blocks. It is experimentally
confirmed that a 50M parameter model achieves the quality of a 125M urinbHa
MOJICNb.

A methodology for converting existing MoE models (Qwen 3 30B-A3B) by
combining experts into a global pool with subsequent application of REAP pruning
for removing redundant experts is developed. A reduction of 80-90% of parameters

while maintaining quality is expected.

Keywords: large language models, Mixture-of-Experts, parameter reduction,

shared experts, REAP pruning, KV-cache, quantization.

69 p., 12 tables, 7 fig., 50 references.
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MNEPEJIIK YMOBHUX ITO3HAYEHb, CUMBOJIIB, OJIMHULb,

CKOPOYEHB I TEPMIHIB

LLM (Large Language Model) — Benmka MmoBHa MOIeITH

MOoE (Mixture-of-Experts) — apxiTekTypa CyMillli eKCIIECPTIB

FFN (Feed-Forward Network) — rmoBHO3B's13Ha HEHpOHHA Mepexa

KV-kem (Key-Value cache) — ke kito4iB Ta 3Ha4eHb MEXaHI3My yBaru

MHA (Multi-Head Attention) — GaraTorosioBa yBara

MQA (Multi-Query Attention) — GaraTo3anuToBa yBara

GQA (Grouped-Query Attention) — rpymnoBa yBara

MLA (Multi-Head Latent Attention) — OGararoro;oBa JaTeHTHa yBara

REAP (Routing-based Expert Assignment Pruning) — MeTo/ IpyHIHTYy Ha OCHOBI

MapuIpyTu3anii

Bl (Block Influence) — merpuka BBy OOKY Ha SIKICTh MOJICITI

ROPE (Rotary Position Embedding) — poTanmiiine mo3uiiiiine KoayBaHHS

GPTQ — merox kBaHTH3AIlil Bar HEHPOHHUX MEPEX

FP8/FP16/FP32 — (dhopmaru umcen 3 tuiaBarouoro koMo (8/16/32 6itu)

INT4/INT8 — 1inouncenbHi popmatu (4/8 0IT)

VRAM — Bizeonam'sth rpaiqyHOro mpucKoproBaya

GPU (Graphics Processing Unit) — rpadiunuii mporecop

TPU (Tensor Processing Unit) — Tenzopuuii mporuecop Google



BCTYII

AKTyanbpHICTh TeMHU JAochimkeHHs. Benuki moH1 moneni (Large Language
Models, LLM) neMOHCTpYIOTh MIMPOKI MOXJIMBOCTI B 00p0OI1Il MPUPOAHOI MOBH,
reHepaiii TeKCTy, IporpaMmyBaHHI Ta MipKyBaHHi. IIpore ix posropTaHHs
OOMEXY€EThCS 3HAUHUMH BHUMOTAMH JI0 TaM'sATi: HaimortyxHimi moxeni (GPT-4,
DeepSeek V3, Kimi K2) notpelyioTh cepBepHOi 1HPpPaCTpyKTypu BapTICTIO
MUIBHOHHM J10J1apiB.

Po3puB Mik MOKITUBOCTSIMH CTIO’KUBYOTO Ta CEPBEPHOTO OOJIaTHAHHS CATAE
tphox mopsakiB. NVIDIA RTX 5090 3 32 I'b mam'siti komrye $2000, Tomi six
cepBepHa criiika GB200 NVL72 3 30+ Tbh mam'siti — 6mm3bko $3 minbiioniB. Le
O3HaYae, 10 HAMIIOTY KHIILI BIIKPUTI MOJEII HEAOCTYIIHI JUIsl JIOKAJIBHOTO 3aITyCKy
1HAMBI Ty JIBHUMH JTOCJIITHUKAMHU Ta PO3POOHUKAMHU.

Apxitektypa Mixture-of-Experts (MoE) wacTkoBO BHpinIye 10 mpodiemy,
aKTUBYIOUM JIUIIIE YAaCTUHY TapaMeTpiB Ha KOKeH TOoKeH. [Ipore Bci mapamerpu
noTpiOHO TpuMaTH B mam'sti — Mozenb DeepSeek V3 3 671B mapamertpiB 3aiimae
nonaa 670 I'b y FP8 naBite npu 37B aktuBHux. KBantuzauis 103B0JIsi€ CTUCHYTH
Baru 710 4-8 01T, ajyie He 3MIHIOE TIPUHITUIIOBO BUMOTH JI0 00J1aTHAHHS.

Mera 1 3aBnanHs AociipkeHHs. MeToro poOoTu € po3poOka METOAIB peAyKIIli
napamMeTpiB HEHPOHHMX MEpeX [JIsi HaONMKEHHs NEepeloBUX MOJENed 110
MOJKJIMBOCTEH CIOXKHUBYOro oOnagHaHHSA. Jljis JOCATHEHHS METU IOCTaBJICHO
HACTYMHI 3aBJaHHS: MPOAHANI3YBaTH ICHYIOY1 MeTOAM ontuMizauii mam'sti LLM;
nocmiauTH apxiTekTypu Mixture-Of-Experts Ta MexaHi3MH TepEeBUKOPHCTAHHS
excriepTiB; po3pooutu Mmeron shared MoE layer mms pemykmii mapamerpis;
EKCTIIEpUMEHTAJILHO BaJliTyBaTH MMiJX1Jl HA MaJIOMy MaciuTall; 3aCTOCYBaTH METOJI
no Benukoi MoE mozeni (Qwen 3 30B-A3B).

OO0'eKT NOCHIIPKEHHS — MPOLECH ONTUMI3alli BUKOPUCTaHHS MaM'sTi y
BEJIMKUX MOBHUX MOJIEIISX.

[IpeameT nochimpKeHHS — METOIU PEAYKIli mapaMeTpiB apxiTekTyp Mixture-

of-Experts uepe3 nepeBUKOPUCTAHHS €KCIIEPTIB MiXK IIapaMHu.
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MeTtoau JOCHIPKEHHS BKJIIOYAKOTh: AaHAI3 Ta CUHTE3 JJs BHUBYEHHS
ICHYIOUHX ITJAXO/IB; €KCIEPUMEHTAJbHE MOCIHIDKEHHS JUIsS Ballijalii TirnoTes;
NOPIBHSJIBHUM aHaJI3 /IS OI[IHKY €()eKTUBHOCTI METO/IB.

HaykoBa HOBM3Ha OJEp)KAaHUX pe3yJdbTaTIB MOJISATa€ B: OOIPYHTYBAaHHI
MoskrBoCTI Bukopuctanus shared MoE layer ans 3aminu okpemux FFN 65okiB Ha
BCIX IIapax MoJiefi; po3po0iii MeTooorii KoHBepTaiii icHytounx MoE Mmoneneii 3
JOKQJIbHUMU ITyJIaMH €KCIIEPTIB Y apXITEKTYPY 3 II100aNbHUM IYJIOM; 3aCTOCYBaHHI
REAP pruning st BusBICHHS Ta BUAAJCHHS HAJIMIIKOBUX EKCHEPTIB MpHU
rJ100aJIbHIM KOHKYPEHIIIi.

[TpakTHuHe 3HAYEHHSI OAEPKAHMX PE3YJIbTATIB IOJIATAE B MOXKIMBOCTI
3HAYHOT'O 3MEHILEHHS] BUMOT [0 mam'siTi uid po3ropTanHs Besnkux MoE monenen,

10 POOUTH X TOCTYMHUMHU JJIs IIUPIIOTO KOJa KOPUCTYBAYIB Ta AOCIIIHUKIB.
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PO3JILI 1

MOBHI MOJEJII AK OB'€EKT JOCJIIKEHHA

1.1. IlpyHumn pod0TH BeJIMKUX MOBHUX MO eJIel

Bemuka moBHa moxens (Large Language Model, LLM) — ne HelipoHHa
Mepeka, HaTpEHOBaHa TependadaTy HACTyIHE CJIoBO B TeKcTi. Komu Bu mumere
«KuiB — cTonuug...», MOJENb OI[IHIOE WMOBIPHICTh KOKHOTO MOXJIMBOTO
MIPOJIOBXKEHHS 1 BUOHMpae HaliMoBipHIime: « YKpainuw». [loTiM mogae 11e cioBo A0
KOHTEKCTY 1 IOBTOPIOE IIPOLIEC JJII HACTYIMHOIO CjoBa. TOKEH 3a TOKEHOM
HAPOJIKYETHCS TEKCT.

[{s mpocta 3amada — mependavYeHHs] HACTYITHOTO TOKEHA — BHUSBHJIACS
edextuBHOwO. 106 mOOpe mnependavatv TEKCT, MOJENb 3MYIIEHAa 3aCBOITH
rpaMatuky, GakTh Mpo CBIT, JIOT1YHI 3B'SI3KH, CTWJIb MHCbMa, HABITh €JIEMEHTHU
MipkyBaHHs. Hixto He mporpamyBaB ChatGPT BianoBigaTH Ha 3amuTaHHS YU
MUCaTH KOJ — Il 3A10HOCTI BHUHUKIM SIK TIOOIYHHMM e(eKT TpeHyBaHHsS Ha
TepabaiiTax TEKCTY 3 IHTEPHETY, KHUT, CTaTel, pEMO3UTOPIiB KOTY.

Cywacni LLM 6asylorbes Ha apxitekTypi Transformer. [i kmouonii
KOMITOHEHT — MEXaHi3M yBaru (attention): Mo/ieib aHaJi3y€ BCl CIIOBA B KOHTEKCTI
OJIHOYACHO 1 BYMTKCA, SIKI 3 HUX BAXJIMBI Ui mepeadadeHHs: HacTymHoro. lle
JTIO3BOJISIE BpaXOBYBATH 3B'SI3KM Ha BEJIMKHUX BIJACTaHSAX — MDK MOYATKOM 1 KIHIIEM
JIOBrOr'0 IOKyMEHTA.

«BenukuMuy» 11 MOJIEN Ha3UBAKOTh Yepe3 KUTBbKICTh [TapaMeTpiB — YHCIOBUX
Bar, IO BHW3HA4YalOTh MOBeMIHKY Mepexi. GPT-2 (2019) maB 1.5 wminbspna
napametpiB. GPT-3 (2020) — 175 wmimesapmiB. CydacHi MOJENII CSrarTh
TpuibiioHiB. KoxkeH mapameTrp — 11€ 4ucio, sike NoTpiOHO 30epiraTu B mam'siTi Ta

BUKOPHCTOBYBATH MIPH OOYHCIICHHSIX.

1.2. MacmitabOyBaHHs MojeJiei

Ictopis po3Butky LLM — e icropist 3poctanns. BERT (2018) mas 340
MigbioHiB mapametrpiB. GPT-2 (2019) — 1.5 mimespaa. GPT-3 (2020) — 175
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MitbsapaiB. PaLM (2022) — 540 minespai. GPT-4 (2023) — 1.8 tpunbitona. Grok

4 (2025) — 3 tpunbitionu. Grok 5 aHOHCOBaHO Ha 6 TPHIILHOHIB.

Panni 3akonn macmraOyBanus (Kaplan et al., 2020) cTBepmxyBaiu, 110
MPOJYKTUBHICTh MOJIEJ 3aJICKUTh HacaMIiepel BIJ KUIbKOCTI mapamerpiB. Lle
CIPOBOKYBAJIO TOHKY: KOMITIaH1i HApOIIyBaJd pO3MIp MOJEIei, TpUMatodu o0csr
TpeHyBaJbHUX AaHUX BigHOCHO cTamuMm. GPT-3 tpenyBamu na 300 wminbspaax
TOKEHIB — MpuOJIU3HO 1.7 TOKEHa Ha mapaMmeTp.

VY 2022 pomi DeepMind omy6mikyBanu nociimkennst Chinchilla (Hoffmann
et al.). ABropu HatpenyBaiu noHaa 400 mozeneit pizHoro po3Mmipy 1 BusiBuin: GPT-
3 Ta moaiOHi Mojeni Oy CyTTEBO HEIOTpEeHOBaHI. ONTUMAasbHE CIiBBITHOIICHHS
— Omm3bko 20 TokeHiB Ha mapamerp. Mogens Chinchilla (70B napamerpis, 1.4
TpuibiioHa TokeHiB) nepesepimia 280B Gopher, 175B GPT-3 ta 530B Megatron-
Turing NLG Ha Ourbmiocti O€HYMapKiB, BHKOPHUCTOBYIOYM TOW caMui
00YHCITIOBAJIbHUN OIOIKET.

BucnoBok Chinchilla: 3amicTe HapollyBaHHS MapamMeTpiB BHI1IHIIIE
TpEHYBAaTH MEHII Mojell Ha Ounbinii kitbkocTi ganux. LLaMA 3 70B (2024)
TpeHyBaiu Ha 15 TpunbiioHax TokeHiB — 200 TokeHiB Ha mapameTp, y 10 pasis
oinbiie 3a Chinchilla-ontumyMm. Taki Mozeni moTpeOyrOTh OuIbIe compute s
TPEHYBaHHSI, aJie¢ 3HAYHO MEHILIe Nam'sTi 1J1sl iHDepeHcy.

€ ¢diznyHa mexa TOro, CKUIBKM 3HaHb MOXKHA «BIIAKyBaTH» B IapaMeTpu
mozeni. Allen-Zhu Ta Li y cepii poodiT «Physics of Language Models» (2024)
EKCIIEPUMEHTAILHO BCTAHOBWIIM: TpaHcopMep 3aaTHUi 30epiraTd MakCUMyM 2
OiTH 3HaHb HA TIapaMmeTp, HaBITH NpH kBaHTH3amii 10 int8. Ile o3nagae, mo 7B-
MOJieNIb MOKe 30epiraTti Onu3bko 14 MUIbApAiB 01T (PaKTUYHUX 3HAHb — OUIbIIIE,
HIX aHTJiichKa Bikinemis pa3om 3 miapydyHUKaMH, ajie BCEe OJTHO CKIHUCHHUH 00CHIT.

[le Hakmamae OOMEXKEHHsI Ha «EpPeTPEHYBAHHS» Malux mojeneid. Qwen 3
0.6B (2025) — npuknaa Momeri, 10 HaOIMKAEThCS 10 i€l Mexki: 600 MiTbHOHIB
napameTpiB, HATPEHOBAaHUX Ha 36 TpuibiioHaX TOKeHIB — Oym3bk0 60,000 TOKeHIB

Ha mnapameTrp. Mogenb mnepeBepurye mnonepenHi mojneni 3 3B mapamerpiB Ha
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Oaratbox OeHuMapkax. AJie mojajbliie 30UTbIICHHSI TPEHYBAJIbHUX JIaHUX B)KE HE

IMOKpAIlIUTb SIKICTB CYTTEBO — OOCATHYTO MEK1 EMHOCTI.

1.3. Apxitekrypa Mixture-of-Experts

ApXITeKTypHa BiJIIIOBiIb HA OOMEXKEHHS MIUTLHUX Mojeneir — Mixture-of-
Experts (MoE). V urinbpHoi MOfesni K0’keH TOKEH MPOXOAUTh Yepe3 ycl mapameTpu
Mepexi. Y MoE-moneni € Habip «ekcneptiBy (okpemux FFN-6mokiB), 1 ans
KOKHOT'O TOKEHa MapIIPyTU3aTOp BUOUpAE JHIIIE KiJIbKA 3 HUX.

DeepSeek V3 (rpynenb 2024) momysispusyBaB 1€ MAXIT A BIIKPUTHUX
Mozenen: 671 Mutbspl 3aralbHUX MapamMeTpiB, 37 MUIbSP/IIB aKTUBHUX Ha TOKEH,
criBBigHomeHHs 18:1. Mozens BukopuctoBye Multi-Head Latent Attention (MLA)
i ctucHeHHst KV-keina Ta TpenyBanns y ¢dopmari FPS.

Kimi K2 (qiunens 2025) mimoB gani: 1 TpuiibHOH 3arajibHUX MapameTpin, 32
MUIBSPAN AKTUBHUX, 384 €KCIIEPTH 3 SIKUX 8 aKTUBYIOThCS Ha KOKEH TOKEH. Mojienp
TpeHyBaJiM Ha 15.5 TpunbioHaX TOKEHIB 3 BUKOPUCTAHHSAM OITHUMi3aTopa
MuonClip. Ha 6erumapkax Kimi K2 nepesepiye DeepSeek V3, LLaMA 3.1 405B
ta GPT-4.1 Ha 3amayax koxyBaHHs (SWE-bench Verified: 65.8%) Ta matemaTtuku

(MATH-500: 97.4%).

Tabmuus 1.1 — IopiBasHES apxitexkTyp LLM

Moaein 3araabHi napamerpu | AKTUBHI napamerpu | TpenyBaJibHi TOKEHH
GPT-3 (2020) 175B 175B (dense) 300B
LLaMA 3 70B (2024) 70B 70B (dense) 15T
DeepSeek V3 (2024) 671B 37B 14.8T
Kimi K2 (2025) 1T 32B 15.5T

MoE Bupimye npobremy eMHOCTI 3HaHb: 1T mapameTpiB Mal0Th 3HAYHO

OlMBIIMI «pe3epByap» Il 30epiranHs iHdopMailii, Hixk 70B. Ane Bci ekcnepTu
NOTPIOHO TpUMATH B TaM'ATi, HABITh SKIIO akTUBHI jumie aeski. Kimi K2 y

HatuBHOMY INT4 notpelye 6mm3bko 600 I'b RAM, y FP8 — nonaxg 1 Th.
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1.4. Buytpimuns 0ynoBa Transformer

Jnst po3yMiHHS METOIB ONTHUMI3Alli MaMm'siTi HEOOXIAHO PO3TJISIHYTH
BHYTpIIIHIO OynoBy apxiTekTypu Transformer, Ha skiii 6a3ylOThCS BCl CydacHi

MOBHI MOJ€EIL.

BJaok Transformer

Transformer ckiamaeTses 3 MOCIIIOBHOCTI OJHAKOBUX 0JI0KiB. KojkeH 010k
MICTUTH JIBa OCHOBHI KOMIOHEHTH: MexaHi3M yBaru (Multi-Head Attention) Ta
noBHO3B's13HY Mepexy (Feed-Forward Network). Mibxk HUMU po3TalioBaHi mapu

HOpMaJTi3arii Ta 3aauinKoBi 3'eqHadHs (residual connections).

ApxiTtektypa Transformer: oguH 6nok

BxiaHi TokeHu: "Kuie — cTonuus ..."

Embedding + Position
N JE TV
\

Multi-Heac| Attention

(KOMeH TOKeH "AME MTBCA" Ha BCI IHWI)

xN
Bnokie

Feed-Forward Network

(0BpobKa KoXKHOT ) TOKEHE OKPEMO)

| Hactynuwmia 6nok (xN pasis)

1 MepepbBaveHun: "YKpaiHu"

Pucynox 1.1 — Apxitekrypa ogHoro 61moky Transformer
BXinHuii TEKCT CrIOYaTKy MepeTBOPIOETHCS HA MOCIIIOBHICTh BEKTOPIB Uepe3
Ta0IuUII0 eMOeAUHTIB. [0 KOKHOTO BEKTOpPA 0JIA€ThCS MO3UIIIMHE KOAYBaHHS, SIKE
JI03BOJISIE MOJIETIT PO3PI3HATH TOPSAIOK TOKEHIB. [10TiM MOCTIAOBHICTH IPOXOIUTH
yepe3 N OnokiB Transformer (tunoBo 32-80 s BETUKUX MOJAEINEH), MICIS YOTo
GbiHAIPHUN NPUXOBAHUN CTaH MPOEKTYETHCS HA CJIOBHUK I TiepeaOadyeHHs

HACTYITHOI'O TOKEHa.
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MexaHni3m yBaru
MexaHi3M yBaru — OCHOBHa oco0uBicTh Transformer [1]. Bin mo3Bossie
KOXKHOMY TOKEHY «Oa4uTH» BCIl 1HIIN TOKEHU B MOCHTIJOBHOCTI Ta BU3HAYATH, SKi 3

HUX HalBaXJIMBIIII JUISI TOTOYHOTO Mepe10auyeHHs.

MexaHizm yearu (Attention)

B B B E

+ SKUA HACTYNHWA TOKEH?
0.70

Attention: "??7?" QMBWTLCA Ha BCi nnriepeu.Hi TOKEHHW
0.25

Sk npauioe Attention:

1. KoxeH ToKeH CTBOpIOE Tpu BekTopu: Query (Q), Key (K), Value (V)
2. Query "777" NOPIBHIETLCA 3 Key KOXKHOMO TOKEHa — Bard ysaru
3. "Kuis" oTpumye HaRbinbwy sary (0.70) — BiH HaRBaNnaiw Wi

4. Buxia = 3saxena cyma Value acix TokeHie

Pe3yneTaT: Mofent "po3yMie”, Wo nicna "CToNMUA" Mae Ha3Ba KpaiHu,

a "KWiB" BKa3ye Ha YkpaiHy = nepeabayeHnsn: "YKkpaiHu"

Pucynox 1.2 — Bizyanizaiiist MexaHi3amy yBaru
Jlist 0OYMCIeHHsT yBaru KOJKeH TOKEH TeHepye Tpu BekTopu: Query (3amwur),
Key (kmrou) Ta Value (3nauenns). Query moTOYHOro TOKEHa MOpPiBHIOETHCS 3 Key
BCIX TOKEHIB Uepe3 CKAAPHUIN JO0OYTOK, pe3yIbTaT HOpMaJi3y€eThCs yepe3 softmax

— OTpUMYy€MO Baru yBaru. @iHanbHUM BUX1J — 3BakeHa cyMa Value BCix TOKEHIB.

KV-kem Ta renepaiis
[Ipu renepaiiii TeKCTy MOJIeJb Niepeadavae mo oJJHOMYy TOKeHy 3a pa3. [1[o0
He nepepaxoByBatu Key Ta Value 115 BCix monepeHix TOKeHIB Ha KOKHOMY KPOITi,

ix 30epiratoth y KV-keri.
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KV-kew: yomy reHepauis notpebye nam'aTi

Kpok 1: O6pobka npoMnTy

KV-kew:
“ - G
Kpok 2: FeHepauis "YKpaiHn"

KV-kewW (3pocTa):
“ - m D e o s

KV-kew 36epirae Key Ta Value ans Bcix nonepefHix TokeHie,

MpH renepaLlii KOXHOT0 HOBOMO TOKEHa KELU 3pOCTAE Ha OAMH 3aMHC
Ins KoHTecTy 128K TokeHie Ue Moxe GyTu 10-20 6 nam'aTi (3anemHo sia Moaeni)

OnTumizauia KV-kewa (GQA, MLA, KBaHTW3aLR) — KMIOHOBA ANA NOBMMX KOHTEKCTIB.

Pucynox 1.3 — 3pocranns KV-kema npu reepaiii

KV-ker 3pocrae JiHIAHO 3 TOBKUHOK KOHTEKCTY. /[ Mozaeneit 3 1oBrum
koHTeKCTOM (128K+ TOKEHIB) Ie MOKe CTAaHOBHTH JECATKHU TirabalT mam'sti —
MOPIBHSAHHO 3 po3MipoM camux Bar mojeni. Ontumizamis KV-kema € onHuM i3

KIIIOYOBHX HaHpﬂMKiB 3MEHIIICHHS CITOKMBAHHS ITaM'sITi.

1.5. O6uncaoBaIbHI XapakTepucTHKN iHQepeHcy

Bumoru no mam'siti aiis iHdepency MokHa OOUMCIIUTH 3 IEPIINX TPUHITUIIIB.
Koxxen mapamerp y dopmati fpl6é 3aitmae 2 6Gaiitu. Moaens 3 P mapamerpamu
noTtpebye 2P GaiiTiB nys 30epiranns Bar. 7B-monens y fpl6 3aitmae 14 I'b, 70B —
140 I'b. ITpu 4-61THii KBaHTH3aLlli KOXKEH NapaMmeTp 3aiiMae 0.5 OGaifta: 7B-monens
cruckaetrscs 10 3.5 I'b, 70B — no 35 I'b.

Aume ue nuuie Baru. [1ix yac reneparrii mojens 30epirae K'V-kem — npoMixkHi
3HA4YEeHHS attention Jisl KOKHOTO TOKEHA B KOHTEKCT1. Ha KO>keH TOkeH MOTpiOHO:

KV-kem Ha TokeH =2 X 2 X n_layers x d_model 6aiiTiB

Hns LLaMA 3 70B (80 mapiB, d model = 8192) ne 6auszpko 2.6 Mb Ha
TokeH. [Ipu konTekcTi 8192 Tokenu — 21 I'b 1o1aTKOBO 40 Bar Mojiedi.

[IIBuakicTe TeHepallii oOMexeHa MPOMyCKHOI 3JaTHICTIO TaMm'sTi, a He
OOYHMCITIOBAJIBHOIO TOTYXHICTIO. Jl7si reHepamii OJHOTO TOKEHA MOTPIOHO
MIPOYUTATH BC1 Bard MOJIEN1 3 MaM'sITi. 3aTpUMKa JUIsl MaJIuX OaTdiB:

3arpumka = 2P / npornyckHa 30aTHICTb aM'ATi
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RTX 5090 mae bandwidth 6au3sko 1.8 Th/c. s 14B-moneni y fpl6: 28 I'b

/ 1.8 Th/c = 15 mc Ha TokeH, abo ~65 TokeHis/c. [{nsa 32B y 4-bit: 16 I'b/ 1.8 Th/c

~ 9 Mc Ha TokeH, a00 ~110 ToxeHiB/c.

1.6. Po3puB y 10CTYNHOCTI 00,12 THAHHS

Haitnoty>xnima croxkupua Bineokapta — NVIDIA RTX 5090 (ciuens 2025):
32 I'b GDDR7, $2000. Ha Hiii 3amyckatotbest: 14B dense-monens y fpl6 (~28 I'b),
32B y 4-bit kBanTu3amii (~16 I'b + KV-kem), abo Qwen 3 30B-A3B MoE. 70B y 4-
bit notpebye 35-40 I'b — Bxke HE BMIIIY€ETHCS.

NVIDIA GB200 NVL72 — criiika Baroxo 1.36 tounu 3 72 GPU Blackwell,
3'ennanumu uepe3 NVLink: nonan 30 Th mam'sati, 120 kBt crioxuBanHs, 0J1U3bK0

$3 MUIBIOHIB.

Tabmuis 1.2 — [MopiBHSHHS CIIO)KUBYOTO Ta CEPBEPHOTO OOIaTHAHHS

XapakTepucTuka RTX 5090 GB200 NVL72
[Tam'siTh 321b 30+ Th
[ina $2,000 ~$3,000,000
EneprocnoxnBaHHs 575 Br 120,000 Bt

Pi3nunsg B ~1000 pa3iB 3a nam'artio. Moaeni piBas Kimi K2 yu DeepSeek V3

HE 3aIyCKaIOThCS Ha 00JaHaHH1, TOCTYITHOMY 1HAUBIIYaTbHUM JTOCTITHUKAM.

1.7. BucHOBKHM 10 po3aiiay

AHaJi3 eBOJIONIl MOBHUX MOJIEJIeH BUSIBIISE (DyHIaMEHTaIbHE MPOTUPIUYs. 3
OJTHOTO OOKY, MPOIYKTHUBHICTb MOJEJIEH 3pOCTae 3 KUIBKICTIO MapameTpiB Ta
00CAroM TpeHYBaJIbHUX IAHUX. 3 HIOTO — ICHYIOTh )KOPCTKI (P13U4UHI 0OMEKEHHSI:
Mea MUTFHOCTI 3HaHb (2 O1TH Ha mapameTp), BUMOTH JI0 TaM'sTi JJis 30epiraHas
Bar Ta KV-kema, 3aieXHICTh WIBUIKOCTI TFeHepalii BiJ NPOIYyCKHA 3JaTHICTh
maM'sTi.

[aaycTpis BigmoBina Ha 11 oOMekeHHs apXiTekTypoiro MoE, ska mo3Bosie
30UTBIIUTH €MHICTh 3HaHb 0€3 MPONOPIIHHOTO 3pPOCTaHHS OOYUCITIOBAILHUX BUTPAT
Ha TokeH. Ane MoE He Bupimrye npobiemy mam'siTi: BCl €KCIepTH MOTPiOHO

TPHUMATHU 3aBaAHTAXKCHUMMU.
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Po3puB Mi MOXKITUBOCTSIMH CIIOKUBYOTO Ta CEPBEPHOTO OOJIaTHAHHS CATAE
TphoX nopsakiB. Lle o3Hayae, mo HaWmoTy>kHi Biagkputi moaeni (DeepSeek V3,
Kimi K2) memocTymHi 1y1sl JOKAIBHOTO 3aIyCKy Ha OOJIaHAHHI 1HAWBITYaTbHAX
JOCJTITHUKIB Ta PO3POOHHUKIB.

3Bijicu MOTHBAIlis 1i€i pOOOTH: PO3POOUTH METOAU 3MEHIICHHS KUTbKOCTI
napaMeTpiB, HEOOXITHUX AJisi 1H(epeHcy, 0e3 CyTTeBOi BTpaTH SKOCTI — I100

Habmm3uTH frontier-moaesi 10 MOKJIUBOCTEN CIIOKUBYOTO 0OJIaTHAHHS.
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PO3JILI 2

TEOPETUYHI OCHOBU ONTUMI3AILIl MAM'SITI Y BEJIUKHUX
MOBHUX MOAEJIAX

2.1. IIpoGJieMa BUKOPUCTAHHS NaM'SITi y BeJIMKHX MOBHUX MOJEJISIX

OCHOBHOIO MOTHUBAIIIE€IO U1l JIOCHIPKEHHS Ta ONTUMI3allli BUKOPUCTAHHS
nam'ati B LLM € 3MeHIIEHHS CHOXKMBaHHS TMaM'sTi T 4ac iHdepeHncy. 3i
30UTBIIICHHSIM PO3MIPY MoOJeNeld Ta 00CATY AaHuX, MO OOpOOJSIOTHCS Mia Yac
iH(pepeHcy, BUMOTM 10 TaM'ATi CTalOTh Bce OUIbII KpUTHYHUMU. Mogjeni 3
TpUJIbilOHaMU nTapameTpiB, Takl sk GPT-4, BuMararoTh BEIMYE3HUX OOCATIB aM'sTI
JUTs 30epiraHHs Bar 1 akTUBAIli# 1mij yac iH]epeHcy.

3MEHIICHHS CIIOKUBAHHS MTaM'sSIT1 JO3BOJISIE PO3TOPTATH OLIBIII i TOTYXKHIII
MOJIe/I1 Ha HasIBHOMY arapaTHoMy 3a0€3MeUeHH1, [0 POOUTH 1X OUIBII JOCTYITHUMU
Ta TMPAKTUYHUMH I PEATbHOTO BHUKOpHUCTaHHS. KpiM Toro, omnTumizaris
BUKOPHCTAHHSA [aM'sIT1 MOK€ MPU3BECTH 10 OUIBII IIBUIAKOTO IH(PEPEHCY, OCKUIBKU
3MEHIIYEThCS KUTBKICTh OOMIHIB IAHUMHU MK ITaM'SITTIO Ta MPOIIECOPOM.

Posyminns Toro, sik LLM BUKOPUCTOBYIOThH MaM'sTh MiJ yac iH(EpeHcy, €
BAYKJIMBOIO TEMOIO 3 KUIbKOX npuyuH. [To-nepie, eheKTHBHE BUKOPUCTAHHS ITaM'AT1
€ KJIIYOBUM (PAaKTOPOM MPOIYKTUBHOCTI Ta MacmrtaboBanocti LLM mix wac
pO3ropTaHHs Ta BUKOPUCTaHHS Mojeneil. OCKUIbKU po3MIp MOJENEH MPOJOBKYE
3pOCTaTH, ONTHUMI3allisl BUKOPUCTAHHS MaM'siTl CTa€ BCE OUIBII BaXJIUBOIO JIJIsi
3a0e3MeYeHHs] MOXJIMBOCTI pO3rOPTaHHSI LIUX MOJENIel Ha peajbHUX CUCTEMAX.

[To-apyre, posymiHHsi Toro, ssk LLM 30epiraloTb Ta BHKOPUCTOBYIOTH
iH(popmarrito mia yac iH(epeHcy, MoXKe JaTh IiHHI 3HAHHS MPO X MOXKJIUBOCTI Ta
oOMexxeHHs. Lle Moke TOTMOMOTrTH JOCHITHUKAM 1 TPAKTUKAM PO3POOJIATH OUTBIIT
e(deKTUBHI Ta J1€BI MOJENI, a TAaKOX BUPIIIYBATH MOTEHLIWHI MpOOIeMH, TaKl K
3aTPUMKH Y HETOYHOCTI B TEHEPOBAHOMY TEKCTI.

[To-Tpere, mornubieHe BUBUEHHA BUKOpUCTaHHS mam'siti B LLM mig wac

1H(epeHcy Moke TMPUBECTH J0 HOBUX BIIKPUTTIB 1 IHHOBAIlINA y Taly3l MTYYHOTO
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IHTENIeKTY Ta 0OpOOKH MPUPOJHOI MOBHU, TAKUX SIK PO3poOKa O1IbIT ePEeKTUBHUX

apXiTeKTyp ab0 METO/IIB ONTUMI3AIllT MOJENIEH JJIsI pO3TOpPTaHHS.

Tunu Bukopucranusa nam'sari LLM

AxTtuBarii (BUXOAHM) HEHPOHIB 30€pIraroThCsl Ha KOXKHOMY IIapi Mepexi Mif
gac oOpoOKkM BxigHMX naHux. Lli axTuBaIii mpencTaBisiOTH COOOI0 YHUCIOBI
3HAYCHHS, K1 BiJJOOpa)KarOTh CTYIIHb aKTUBHOCTI HEHPOHIB Yy BIAMOBIIb HAa BX1HI
JaHl Ta MICTATH 1H(POPMAITIIO TPO KOHTEKCT 1 CEMaHTHYHI 3B'SI3KM MK TOKCHAMH B
MOCHIJIOBHOCTI.  AKTHBallli  TepefaroThCsd  MDK  IIapaMd  MEpexi  Ta
BUKOPUCTOBYIOTHCS Il OOYMCIICHHSI HACTYIHUX AaKTUBAIllM 1, 3pemToro, s
reHepailii HaCTYITHUX TOKEHIB y MOCI1JOBHOCTI.

AxTuBatii 30epiratotecs B onepatuBHiil mam'siti (RAM) min yac npsiMoro
npoxony (forward pass) yepe3s Mepexy 1 MOXyTbh OyTH BHUKOPUCTAHI IiJl 4ac
3BopoTHOro mommpeHHs (backpropagation) ajii OHOBJIEHHs Bar Mojeini. Xoda
aKTUBAIlll BIAITPAIOTh BAXIUBY poib y podoTi LLM, BoHHM 3a3BUUail HE 3aiiMalOTh
3HAYHY YaCTUHY NaM'ATi MOPIBHSAHO 3 BaraMu MOJEJIL.

KV-Cache. Ilig yac renepaii Tekcty LLM BpaxoBye KOHTEKCT MOMEPeIHIX
TOKEHIB (CJiB a00 4YacTHH CJiB), 30epirarouu B Mmam'siTi OOMEXEeHY KUIbKICTb
MOTIEPE/IHIX TOKEHIB 1 BAKOPUCTOBYIOUH iX JJIs MPOTHO3yBaHHs HACTYITHOTO TOKEHA.
[{s xKOHTEKCTHAa TaM'siTh JO3BOJIAE MOJIEJI T€HEePYBATH TMOCIIIOBHUN 1 3B'S3HUN
TEKCT, BPAXOBYIOUHM MOTEPEIHII KOHTEKCT.

VY cydyacHux LLM po3Mip KOHTEKCTHOI ITaM'siTi MOXe CATaTH KUTBKOX COTCHB
TUCSY a00 HaBITh MUIbHOHIB TOKEHIB, IO O3BOJISIE MOJIEJI BpaXOBYBaTH 3HAYHO
OUTBIIMI KOHTEKCT MOPIBHAHO 3 monepeaHiMu Moaeasmu. Hanpukian, Gemini 3
Pro, Bunymena Google y nucromani 2025 poky, Hajae KOMEPIIHHUI AOCTYI 110
KOHTEKCTYy B 1 MUIBHOH TOKEHIB, IO JI03BOJIsIE aHaii3yBaTH mpuoOim3Ho 1500
cTopiHok TekcTy, 50 000 psaakiB Koy ado nmonaa 200 moakacT-emi3oiB 0OJJHOYACHO.
Ane Bapto BpaxoByBaTH, 1o po3mip KV-Cache 3pocrae niHiitHO 3 JOBXHUHOIO

KOHTEKCTY Ta MOYXE CSITaTH COTEHb TirabaiT aJis TOBIMX KOHTEKCTIB.
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Baru (Weights). LLM mae minpapau abo HaBITh TPUIBMOHM BHYTPIIIHIX Bar
(mapameTpiB), sKi HaJAINTOBYIOTHCS IIIJI 4ac TPEHYBaHHsS Ha BEJIUKHX oOcsArax
TEKCTOBHX JIaHWX. Baru mpeacTaBisitoTh COOOI0 YMCIIOB1 3HAYCHHSI, SIKI BH3HAYAIOTh
CWIy 3B'SI3KIB MDK HeWpoHamu B Mmepexi. Hampuknan, y moneni GPT-4 3 1.8
TPUJIBHOHAMH TTApaMEeTPiB, KOXKEH MapaMeTp € Baroro, sika 30epira€TbCsl y BUTIISI
16-6iTHOTO ymMCcna 3 pyxomoio komoro (FP16), mo o3nagae, mo monens 3aiimae
0sm3bKO 3.6 meTabalT mam'sTi AJ1s1 30epiraHHs BCiX CBOIX Bar.

[lim wac TpeHyBaHHS Baru OHOBIIOIOTHCS 32 JOTIOMOTOI) AITOPHUTMIB
orntumizaiii, Takux sk Adam, mo6 MiHIMI3yBaTH (YHKIIIO BTpaT 1 MOKPAIIUTH
31aTHICTh MOJIEJI1 TeHEepyBaTH 3B'A3HUI TEKCT. Baru 30epiraroTbcsi B mam'siti MoAei
(3a3Buuaii y GPU a6o TPU) 1 BUKOPUCTOBYIOThCA JjIsi OOYMCIICHHS aKTUBAIlH 1
reHepallii TeKCTy IiJ 9ac iHpepeHcy.

Poznozin mam'siTi MK LIMMU TpbOMa KOMIIOHEHTaAMHU CYTTEBO 3aJIEKHUTh Bl
po3Mipy MOJEN Ta JOBKHHH KOHTEKCTY. J[7s BEeIMKHX MOACNICH 3 COTHSIMH
MUIBApAIB TmapameTpiB, Takux sk GPT-4 a6o DeepSeek V3, Baru 3aiimarorb
JOMIHYIOYY YacTKy nam'ati — noHaa 90% y OuTbIIocTi cleHapiiB BUKOPUCTAHHS.
KV-ker ctae 3Ha4HUM (paKTOPOM JIHIIIE TIPH Ty>KE JOBTMX KOHTEKCTAX (IECATKH Ta
COTHI TUCSIY TOKEHIB), TO/I1 SIK aKTUBAII11 3a3BU4ail 3aiiMaroTh MeHIIIe 5% 3arajabrHOro
o0csry mnam'siTi.

BaxnuBo po3yMmiTH BIAMIHHOCTI MiXK CIOXXHMBAaHHSM IaMm'sTi I dYac
TpeHyBaHHs Ta iHdepeHcy. Ilig yac TpeHyBaHHS J0AaTKOBO MOTPiOHO 30epiratu
TPaJliEHTH Ta CTAaHU ONTHUMI3aTOPa, M0 MOXKE 30UTBITUTA BUMOTH J0 Mam'siTi B 3-4
pasu mopiBHsHO 3 1HGepeHcoMm. Hampuknan, TpenyBanHs Mozeni 3 7B mapamerpin
y FP32 3 ontumizaropom Adam notpedye 6sm3pko 84 I'b mam'sti nuiie A Bar ta
CTaHiB ONTUMI3aTOpa, 0€3 ypaxXyBaHHs aKTUBAIII Ta TPAJIIEHTIB.

CyuacHi miaxoau 10 TPEHYBaHHS BUKOPUCTOBYIOTh PI3HOMAaHITHI TEXHIKU
JUIS. 3MCHIIICHHS CIOXKMBAHHS TMaM'siTi: 3MilIaHy TO4YHICTh (mixed precision
TpeHyBaHH) 3 BUkopuctanusm FP16 a6o BF16, rpagienTae nakonnuenns (gradient

accumulation), KOHTpoOJIbHI TOYKM akTuBamiil (activation checkpointing) Ta
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posnoainene TpeHyBaHHs (distributed TpeHyBaHHS) 3 Mapaieni3MOM JaHUX,

TEH30pIB Ta KOHBEEPIB.

MareMaTHYHMA anapaT 004YMCJIeHHs TaM'ATi

3aranbHe BUKOPUCTAHHS MTaM'sTi MOJIEIUTIO MOYKHA OTHCATH (POPMYJIOHO:

Mtotal = Mweights + Mkvcache + M_activations

JIe KO)KEH KOMITOHEHT BH3HAYA€ThCS HACTYNMHUM 4YuHOM. [lam'siTe mmst Bar
MOJIei:

Mweights = P X bw

ne P — kiabpKicTh mapameTpiB Mojienl, b w — KUIbKICTh OalTIB HA TapaMeTp
(2 nnsa FP16, 1 nst INTS, 0.5 gns INT4).

[Mam'ste muis KV-kema (s apxitektypu 3 Grouped-Query Attention):

Mkvcache = 2 x L x nkvheads % dhead x seqlen xb_kv

ne L — kubkicte mapiB, nkvheads — xinbkicte KV-romi, dhead —
PO3MIpHICTh TOJIOBH, seqlen — moBxkuHa mochigoBHOCTI, b kv — 0ailTiB Ha
3HAYCHHS.

JInisi KOHKPETHOTO TMPHUKJIAAy PO3PAaXyHKY MaM'siTi PO3TISTHEMO MOJIENb
Qwen3-8B — cyvacHy niinbHy MOAeb 3 8.2 MUTbIpAaMH NapaMeTpiB, BUITYIICHY
Alibaba y kBiTH1 2025 poky. Apxitektypa Qwen3-8B BukopucroBye Grouped-
Query Attention (GQA) 3 32 royioBaMH 3anuTiB Ta 8 rOJIOBaMH KITFOU1B/3HaY€Hb, 110

3Ha4YHO 3MeHIye po3mip KV-kemia mopiBHsHO 3 moBHOrO Multi-Head Attention.

Tabmuug 2.1 — Apxitekrypa Qwen3-8B

KinbkicTs mapamerpis 8.2B 6.95B non-embedding
KimpkicTe mapis (L) 36 ---
Po3Mmip mpUx0OBaHOIO CTaHy 4096 ---
Query / KV heads 32/8 GQA 4:1
Head dimension 128
HatuBHUI KOHTEKCT 32K mo 128K 3 YaRN
[Tam'sith nyist Bar (FP16) \~16.4T'b 8.2x10° x 2 GanTHn

Kputnunicts npobdaemu KV-kenra crae 04eBUIHOIO TTPH PO3TIISAL CydaCHUX
Mojeliel 3 JOBIr'MM KOHTEeKCTOM. Po3paxyemo po3mip KV-kema mist Qwen3-8B npu

PI3HUX TOBXKHHAX KOHTEKCTY:
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Ta6muig 2.2 — Po3mip KV-kema ais Qwen3-8B npu pi3HUX KOHTEKCTaX

KoHTekcr KV-Cache KV-Cache KV-Cache |
(FP16) (FP8) (INT4)
32K (naTuBHMHIN) 45T1b 2251 1.13Th
128K (YaRN) 18Th 9TB 45TB
1M (Gemini 3 Pro) \~140 I'b \~70T'b \~35Tb

Hna Qwen3-8B 3 IM kontekctoM y FP16:

M kv=2x36x8x 128 x 1,000,000 x2~=147.5Tb

Ile nemoncTpye, yomy ontumizaiiss KV-keiia € BaxIMBOIO 11 MOJENEH 3
JIOBFUM KOHTEKCTOM — HaBiTh KoMmmakTHa 8B mogmens motpebye nmonan 140 I'b

nam'ati guuie a1 KV-keiia npu MilbilOHHOMY KOHTEKCTI.

2.2. MeToau onTuMizanii akTuBani

Po3pipkenicTs akTuBauli (activation sparsity) — 1€ sSIBHUIIE, KOJIH 3HAa4HA
yacTHHA aKTUBAIllM (BUXO/I1B) HEHPOHIB y HEHPOHHIA MEpexi JOpiBHIOE Hyt0. Lle
0COOJIMBO XapaKTEPHO AJI1 MEPEXK, AKI BUKOPUCTOBYIOTh PyHKIIIO akTuBalii ReL.U
(Bunpsimiena JiHIMHA oxuHuLs). ReLU o0OHynse BcCl Big'eMHI BXOAM, IO
MPU3BOJUTH O 3HAYHOI YACTHHHM HYJBOBUX aKkTHBAIIX. [HII momyssipHi QyHKIIT
aktuBaii, Takl sk GELU uu SiLLU, natoTb MEHIIIE HYJIbOBUX 3HAYECHb.

Matematuuno ynkiist ReLU Bu3nauaeThes sik:

ReLU(x) = max(0, x)

Po3pimpkeHicTh akTUBaLld MOPU3BOAWTH JO TOro, IO 3HAYyHAa 4YacTUHA
o0YuCIIeHb (MHOXKEHHS Ha Baru y HaCTYIHOMY Iapi) Ja€ HyJbOBUM pe3ynbTat. Lle
J03BOJISIE ONTUMI3YBaTU OOYMCIECHHS, NpoITycKatoun 11l onepatii. Kpim ekoHomii
OOYHUCIICHb, PO3PIMKEHI aKTHUBAIlll TAaKOX O3BOJSIOTH 3MEHIIUTH KUIBKICTh
orieparlii YMTaHHs Bar 3 maM'aTi. SIKII0 akTUBaIlis TOPIBHIOE HYJII0, HEMAE TIOTPEOH
YUTATH BIAMOBIAHUMN PSAJOK MAaTPUIIl Bar.

CyvacHi mogmeni TpanchopmepiB, sIK MPaBUIO, BUKOPUCTOBYIOTH (yHKIIIT
aktuBaiii GELU a6o SiLU 3amicts ReLU. OxgHak mociipKeHHS IOKa3aiau, 110
3amiHa iXx Ha ReLU (tak 3Bana «ReLUfication») mo3Bossie 3HaYHO 30UIBLINTH

PO3PIKEHICTh aKTUBAIIN NMPU HE3HAYHOMY BIUIMBI Ha SIKICTh MOJIETI.
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Po3pikeHICT,  akTUBAIll Ma€ HaMIBCTPYKTYPOBAaHHMM  XapakTtep —
OOHYJISIIOTBCA 1T psAnKd maTpuili Bar. ILle mo3Bossie edeKTUBHO pealizyBaTh
BIJIMOBITHI ONTHMI3aIlii Ha amapaTHOMYy 3a0e3ledyeHHl Ha BIAMIHY BiJ
HECTPYKTYPOBAHOI pO3P1HKEHOCTI, K MPU OJAMHUYHOMY MPYHIHTY Baris.

Po3pimKkeHICTh aKTUBAIlIN J03BOJISIE CYTTEBO MPUILBUIIINTA OOYUCIICHHS B
MOJIEJISIX 3 BETUKOIO KUIBKICTIO MapaMeTpiB, TAKUX K Cy4acH1 BETMKI MOBHI MOJIEJI.
Buxopuctanns QyHKIIA akTUBallli, Kl COPUSIOTH po3pimkeHocTi, sk ReLU, Ta
meTtoau Ha KmTantT «ReLUfication» € mepcrneKTHBHAM HAPSIMKOM ONITUMI3AIlii X
Mozeneld. OgHak BaXXJIMBO 3a3HAYMTH, IIO0 PO3PIIKEHHS aKTUBAIll Maike He
MIJBUINY€E ¢(pEKTUBHICTH BUKOPUCTAHHS TIaM'sSIT1, 4Yepe3 T€ 1110 aKTHUBAIlli 3aiMaroTh
JTy’K€ HEBEJIUKY YaCTKY T1aM'sTi.

JlociKeHHs TOKa3yI0Th, 1110 B TUIIOBUX TPAaHCHOPMEPHUX MOJIETSX PIBEHb
IPUPOAHOI PO3PITKEHOCTI aKTUBAIll (0€3 crelialbHUX ONTUMI3alliil) CTaHOBUTh
30-50% mua ¢ymkmiin GELU Tta SiLU. 3actocyBanns ReLUfication moxe
MIJBUINUTH 1el Toka3sHuK 10 70-90%, 110 Npu3BOIUTH 10 MPOMOPIIHHOIO
npuckopeHHsi oduuciens y mapax Feed-Forward Network (FFN), ski cknagatots
OJIM3BKO JIBOX TPETHH OOYMCIIIOBAILHUX BUTPAT TUIIOBOTO TpaHchopmepa.

[IpakTyHa peanizailisi BUKOPUCTaHHS PO3PIIKEHOCTI aKTHBALll BHUMAarae
CIel1aJII30BaHOI0 amapaTHOTO 3a0e3neueHHsi abo onTuMizoBaHux 010mioTek. Ha
crangaptHux GPU edexkTuBHE BUKOPHUCTAHHS PO3PIIKEHOCTI JOCATAETHCS Yepes
CTPYKTYypOBaH1 narepHu (Hampukiaa, 2:4 po3pimkenictb Ha NVIDIA Ampere Ta

HOBIIIUX apXiTeKTypax) abo cnermianizoBani sparse GEMM 616mioTeku.

2.3. Metoau ontumizanii KV-kema

Multi-Query Attention (MQA)

Multi-Query Attention — paaukanpHuid miaxig qo omrtuMizarii KV-kerra,
3anpornonoBanuiit Hoamom Illazepom y 2019 pomi. Y oMy MeToal BCl 3alUTH
BUKOPHCTOBYIOTh OJIUH CIUIbHUN HAOIp KITFOYIB Ta 3HAYEHB, IO CYTTEBO 3MEHIITYE
po3mip kema. MQA ckopouye oOcsar nam'siti, HeoOXiaHui aa 30epiranHs KV-

Kellla, y KIJIbKICTh Pa3iB, piBHY KIJIbKOCTI T'OJIIB YBar B MOJEII.
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Xoua MQA 3a0e3neuye 3HauHe 3MeHIIeHHsa po3mipy KV-kema, 1ie Moxe
NPU3BECTH JO TEBHOIO 3HIKEHHS SIKOCTI MOJIEIl MOPIBHAHO 3 TOBHOIIIHHOIO
OaraToronoBolo yBaroro. I[Ipore ans 6GaraThoX 3acTOCyBaHb KOMIIPOMIC MiX
€(EKTUBHICTIO Ta MPOAYKTUBHICTIO BUSBISETHCS NPUUHATHUM, OCOOJMBO st
3a]a4, 110 BUMaraoTb 00poOKH JOBTUX MOCIIJOBHOCTEHN ab0 poOOTH Ha MPUCTPOSIX

3 0OMEKXEHOIO ITaM'ATTIO.

Grouped-Query Attention (GQA)

Grouped-Query Attention € MeTOIOM, IO TMOKpallye e(QeKTUBHICTh
BUKOPHUCTAHHS MaM'sIT1 IIJIIXOM ONTUMI3allli 30epiraHHs 1 3aBaHTaXKEHHS KITFOYOBHX
1 3HaueHHeBUX roiB (KV-kenr). GQA auIUTh TOJIOBKU 3alIUTIB HA TPYIIH, € KOXKHA
rpyna rojioBOK 3alUTIB JUIMTh Mk COOOI0 OJIHY KIIIOUOBY 1 OJHY 3HAUYCHHEBY
rojioBku. Hanpuknan, sikimo y mojeni € 16 roJoBOK 3aluTiB, BOHM MOXKYTh OyTH
po3AUIeH] Ha 4 TPYIH HO 4 TOJOBKH, € KO’KHA rpyma 0y/ie MaTh CIIJIbHI KJIFOYOBI 1
3HAYEHHEBI I'OJIOBKH.

Icnyroui Mmozeni 3 6ararorosioBoro yBaroro (MHA) MoxyTs OyTH nepeTBopeHi
Ha Mojeni 3 rpynoBaHoio yBarot (GQA) nuisxom ycepenHeHHs (mean pooling)
MPOEKIIHHUX MATPHUIh KIOYOBUX 1 3HAYCHHEBUX TOJIB IJII CTBOPSHHS €JIWHOI
MPOEKIIIHOT MaTpulll sl KoxkHOi rpynu. Lle 30epirae BaxiauBy iHpopmaiio 1
3a0e3neuye MBUAKY aJIallTalliio 10 HOBOI CTPYKTYPH.

GQA € xommpomicoM MIXK TOBHOK OaratorojioBoro yBaroro (MHA), ne
KO’KHa T0JIOBA 3alTUTIB Ma€ BJIACHY Mapy Kirod-3HadeHHs1, Ta Multi-Query Attention
(MQA), nme BCl rojloBM 3amUTIB IUISATH OJHY TMapy KIOY-3HAYCHHS. THUMOBI
koHpirypaiii GQA BUKOpUCTOBYIOTH criBBiAHOLEHH 4:1 abo 8:1 Mix rojoBamu
3amuTiB Ta KV-romoBamu. Hanpukman, LLaMA 2 70B BukopucroBye 64 rojoBu
3anuTiB Ta 8 KV-romiB, gocsratoun 8-kpaTHOro 3MeHIIeHHs po3mipy KV-keina
nopiBHsiHO 3 MHA.

Emmipuuni gocnipkeHHsT MOKasyroTh, o GQA 3 mpaBmibHO MiiOpaHuM
CIIBBITHOIIIEHHSIM TPYIl MOXE JOCsraTH SIKOCTI, ayxe Onusbkoi 1o MHA, npu

3HAYHO MEHIIIOMY CHOXKMBaHHI mamM'ati. lle 0COOIMBO BaXXIMBO ISl JOBTHX
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KOHTEKCTIB, ¢ KV-kem Moxe cTaTu TOMiIHYH0YUM (PaKTOPOM CIIOKMBAHHS ITaM'sITI.
Cyuacni mozeni, Taki ik Qwen 3, LLaMA 3 ta Gemma 2, BukopuctoBytoTh GQA

SK CTaHJAPTHUN MEXaHi3M yBar.

KBanrmsania KV-kema

KBanTtuzamist € epexkTuBHMM MeTOIOM 3MeHIIeHHsT po3Mipy KV-kemra
NUISXOM 3HIDKEHHS TOYHOCTI mpejicTaBieHHs maHux. Lled miaxing mepembadae
30epiraHHsl 3Ha4YeHb KIIOYIB Ta 3HAUYE€Hb 3 MEHIIOK OITOBOIO TIMOUHOIO,
HaIPUKJIaJ, BAKOPUCTOBYIOUM 8-01THE a00 HaBiTh 4-01THE MPECTABICHHS 3aMICTh
cTanaapTHoro 16-6iTHOro opMary 3 IIaBaAOY0K KOMOIO.

OCHOBHOIO TIEpeBaror0 KBaHTH3Allll € 3HAYHE 3MEHUIEHHs 00cAry mam'siTi,
HeoOXx1Horo s 30epiranHs KV-kemra, 1mo Moke Hmpu3BeCTH /10 2-4-KpaTHOTO
CKOpOYEHHS po3Mipy Kkema. [IpoTe KBaHTH3amis BHMAarae peTeIbHOTO

OalaHCYBaHHS MK 3MEHIIICHHSIM PO3MIpy Ta 30€pEKEHHSIM SIKOCTI MOJEIIL.

Multi-Head Latent Attention (MLA)

Multi-Head Latent Attention (MLA) — wmexaHi3M yBaru, skuii 3a0e3mneuye
eheKTHUBHE BHBEJCHHS IUISIXOM 3HAYHOTO 3MEHIIEHHS pO3MIipy Kenl-mam'sTi
kimouiB-3HaueHb (KV), mio 30epiraerbcsi mijg yac TeHEpyBaHHs TekcTy. BiH
BUKOPUCTOBYE CIJIbHE HU3BKOPAHTOBE CTUCHEHHS KIIIOYIB Ta 3HAYEHb B OJUH
JTATEHTHUW BEKTOP.

3amicTh 30epiraHHs PO3AiIbHUX BEJIMKHUX MACHBIB KJIIOUIB Ta 3HAYEHb IS
KOXHOI ToJoBU yBaru, MLA cro4aTtky mpo€KTye BXIJHWW TMPUXOBAaHUN CTaH B
HU3BKOPO3MIPHUM JTATEHTHUM BEKTOpP 32 JOMNOMOIOI MAaTpHUIll  MPOEKIIT
MOHIKYIOUOTo 3paszka. [lim gac mpsMoro MpoXOKEHHS IIeH JTAaTCHTHHN BEKTOP
PO3ropTa€ETHCS Ha3aJ y K04l Ta 3HAYEHHSI YBaru 3a J0IMOMOT00 MaTPUIlb MPOEKITIT
M1JBUILYIOYOTO 3pa3Ka.

Matematnuno MLA mpaifioe HaCTyTHUM YWHOM: BX1JHUIN MPUXOBAaHUMN CTaH
h po3mipHocTi dmodel crioyarky npoO€eKTY€eThCS B JATEHTHUM MPOCTIP PO3MIPHOCTI

dlatent (me dlatent \<\< dmodel) 3a momomororo marpumi Wdown. Ilix yac



26

OoOYHMCIICHHs yBaru JaTeHTHUM BeKTop ¢ = Wdown X h po3ropraeTscs y Kiaodl Ta
3HaueHHs: K = Wupk x ¢ ta V=Wupv X c. lle no3BoJisi€ 30epiraTu Jullie JaTeHTHUN
BEKTOp ¢ 3amicTh MoBHUX K Ta V, nocsraroun ctucHeHHs B dmodel / dlatent pa3is.
DeepSeek V2 ta V3 BukopuctoBytoTh MLA 3 1aT€HTHOIO PO3MIpHICTIO 512,
mo 3abesneuye npubauzHo 10-20-kpatHe ctucHenHs KV-kema mopiBHSHO 31
CTaHIapTHOIO yBarow. Lle 103Bossie 00pOOIISATH 3HAYHO TOBIIT KOHTEKCTH MPU TUX
caMHX OOMeEKeHHIX nam'saTi. BaxkimBoio ocoOimBicTio MLA € Te, 1110 BIH BUMarae
HaBYaHHS MOJIENI 3 HYJIS 3 MIE€I0 apXiTEeKTYypOK — HOro He MOYKHA 3aCTOCYBATH JI0

iCHYI’O‘-II/IX MoJeen 0e3 TOBHOTO IICPCHABYaHHA.

IIpoekuisi HU3bKOro panry aAjas crucHeHns KV-kema (Palu)

[le#t Merox, Buepiie BUKopucTanuii y (pperimBopky Palu, mpononye HOBwHi
niaxig go crucHeHHs: KV-kera 3a 10momMororo npoekIiii HU3bKoro panry. OCHOBHa
1€l MOoJisirae B PO3KJIAJaHHI JIHIMHUX IIAapiB HAa MaTpPULl HHU3BKOIO paHry,
KEIIyBaHHI MEHIIMX MPOMIXKHUX CTaHIB 1 BITHOBJCHHI MOBHUX KJIIOYIB Ta 3HAYCHb
Ha JIbOTY.

ExcniepuMeHTH TOKa3yrOTh, IO el miaxia Moxe cTucHyTH KV -kemn O1abImn
HIX Ha 91.25%, 30epiratoud npu IbOMY 3HAYHO Kpaily TOYHICTh MOPIBHSHO 3
CydyacHUMH MeTojnaMu KBaHTu3aulli KV-kewma mnpu aHajsoriyHomy abo HaBiTh
OutbmomMy BukopuctanHi mam'sti. Ha Bimminy Big MLA wmeton He moTpelye

TPEHYBAHHS MOJEII JJIs1 HOTO BUKOPUCTAHHS.

Cross-Layer Attention (CLA)

Cross-Layer Attention — 1ie HoBuit miaxin g0 ontumizamnii KV-kema, skuii
nepeadavae CriJibHE BUKOPUCTAHHS KITIOYIB Ta 3HAYEHb MK CYCIAHIMHU IIIapamMu
mozeni. CLA no3Bossie 3MeHuTy po3mip KV-kema mie BBl nopiBHsAHO 3 MQA,

30epirarouyu Npu HbOMY MailXke TaKy K TOYHICTb.
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KomOinyBaHHSI JIOKAJIBHOI Ta I71002J1bHOI YBaru

[lei miaxig 10 MEXaHI3My yBaru MO€JHYE JOKAJIbHE Ta IJ100ajbHE YBaKHE
cKkaHyBaHHs. MeTon nependadae 4epryBaHHs MIapiB 3 TOKAIbHUM KOB3HUM BIKHOM
yBaru Ta mapis 3 ri100ajJbHOI0 yBaroko.

TunoBo, po3Mip KOB3HOTO BiKHA Il IIapiB  JIOKAJIbHOI  yBaru
BCTaHOBIIOEThCA Ha 4096 TOKEHIB, TOJI SIK OXOIUICHHS IIapiB T00ajabHOI yBaru
Moske csiraTi 8192 TokeHiB. Take yepryBaHHs 103BOJIsiE€ €hEKTUBHO 0OpOOIIATH SIK
JIOKaJIbHI, TaK 1 II100aJIbHI 3aJI€KHOCTI B ITOCJIIIOBHOCTI.

CyvacHl JTOCHIIKEHHS JEMOHCTPYIOTh €()EKTUBHICTh T'OpUIHUX CTpaTerii
yBaru 4epes BuOip mosuiliiiHoro koaysanus. Pobora «RoPE to NOPE and Back
Againy MponoHye apxiTeKTypy, 1o yeprye mapu 3 Rotary Position Embedding
(RoPE) Ta mapu 6e3 nozuiiiinux emOenuuris (NoPE). RoPE-mapu BianoBigatots
3a JIOKAJIbHY yBary — IO3UIIIITHE KOJYyBaHHS ONTUMAJIbHO MPAIIOE ISl CYCIIHIX
TokeHiB. NoPE-11apu 3a0e3neuytoTs rino0ansHy yBary — BIACYTHICTb TO3ULIITHOTO
KOJTyBaHHS YCyBa€ MpoOJIeMH eKCTParoIsiii Ha J0Br1 KoHTeKCTH. /s KV-kema e
o3Hauyae: RoPE-mapu nmoTpeOyroTh Keuly Jdiie i JIOKAIbHOTO BiKHA, TOJI SIK
NOPE-mapu 36epiratoTh moBHH Kelll, aje 6€3 IpUB'I3KH 10 MO3HUIIIH.

[IpakTruHa peanizailis YepryBaHHs JIOKAJIbHOI Ta rI100aJbHOI YBaru BUMarae
petenbHOTO TipoekTyBaHHs. [llapy 3 MoKanbHOIO yBarow MarTh 3HAYHO MEHIIUN
KV-kem (mponopiiiiHuid po3Mipy BiKHA), TOMA1 SIK HIApH 3 TJIOOAIBHOIO YBaroro
noTpedyroTh noBHOTO KV-Kema. OnTumanbHe CIiBBIIHONICHHS MK TUIIAMHU IIapiB
3aJIeKUTh BiJl KOHKPETHOTO 3aCTOCYBAaHHS Ta JOCTYIMHHUX OOUYMCIIOBaJIHHHUX
pecypciB.

Mopneni, Taki sik Mistral, BAKOpUCTOBYIOTh KOB3HE BIKHO yBaru 3 po3mipom
4096 TokeHIB Ha BCIX IIapax, JOCATA0YN €(PEeKTUBHOI OOPOOKHU MOCIiAOBHOCTEH
nosxuHOO 70 32K TokeHiB. Ilpu 1mpoMy momenb Moxe «0auyuTh» TOKEHH 3a
MeXaMy BIKHa 4Yepe3 HaKONMUYeHHs 1H(popMalii B NPUXOBAHMX CTaHaxX Ha

MOTIEPETHIX IIapax.
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KV Cache Sharing

KV Cache Sharing, Bukopuctanuii y Gemma 3n, € MOiIX0a0oM IS
IPUCKOPEHHS OOpPOOKM JOBTUX TMOCTIAOBHOCTEH, OCOOIHMBO BaXKIMBUM MJIs
MOTOKOBUX 3acTocyBaHb. (OOpoOKka JOBruX BXIAHMX JIaHUX, TaKUX SK
MOCIIJOBHOCTI, OTPUMaHi 3 ay/aio Ta BiJ€O MOTOKIB, € KPUTUYHOIO JIJIsI O6aratbox
MYJIBTEMOJIAJTFHUX 3aCTOCYBAaHb HA MPUCTPOSIX.

KV Cache Sharing ontumizye ¢a3y no4arkoBoi 00poOKH BX1THUX JaHUX (TaK
3Bany ¢asy prefill). Kimroui Ta 3HadeHHs cepeAHBOro IIapy 3 JIOKaJbHOI Ta
r100albHOI yBaru 0O€3MOCEPEeHBO MOJUIAIOTHCS 3 yCiMa BEPXHIMHU IIapamu, IO
3abe3nedyye MpUOJIM3HO 2-KpaTHE MOKpAIIeHHS NpoAyKTUBHOCTI ¢a3u prefill
nopiBHsHO 3 Gemma 3 4B.

Texuiuno KV Cache Sharing mnpaitoe HacTymHUM YHHOM: 3aMICTh
oOuucieHHs Ta 30epiraHHsl YHIKAJIbHUX KJIIOYIB 1 3HAYEHb YISl KOXKHOTO IIapy,
cepelHl Iapu MOJell OOYMCIIOITh «penpe3eHTatuBH»Y K Ta V, ki motim
MIEPEBUKOPUCTOBYIOTHCS BEpXHIMU I1apamiu. Lle 3HauHO 3MeHIIye 00cAr 00UnCIeHb
Ta nam'sti, HeooxiaHux ansa ¢aszu prefill, sska 0OpobIsie Bechb BXITHUNH KOHTEKCT
repe;1 TOYaTKOM T'eHepartii.

J171s1 MIOTOKOBUX 3aCTOCYBaHb, TAKUX SIK 00pOOKa ay/io Ta BiJIeO B peaTbHOMY
yaci, BUIKICTh (Pa3u prefill € kpuTnuHOIO — BOHA Oe3MOCepeHBO BIVIUBAE HA YaC
1o nepmoro TokeHa Bianosigi. KV Cache Sharing mo3Bonse Gemma 3n mBuie
MoYyaTH TeHepalito mpu o0poOIll JOBrUX MYJIbTUMOJAAIBHUX BXITHUX JaHUX, TAKUX

K B1JI€O-TIOTOKU a00 TpUBAJIl ay/110-3aIUCH.

Eviction-meronn

Eviction-meToaun, abo MeToau BHIAJCHHS, € BaXXIJIMBUM IiIXOIAOM JI0
ormrumizanii KV-kema, oco6imBo ipu poOOTi 3 Ay’ke JOBTUMHU MOCIITOBHOCTSIMHU.
[{i MmeToaM MO3BOJISAIOTH BUOIPKOBO BUJAISTH MEHIN Ba)KauBi TokeHu 3 KV-kema
i 4yac reHepartii, maTrpuMyodd 0OMEXeHU po3Mip Kellla HaBiTh MPU 00poOIIi

BEJIUKUX O00CSTIB KOHTEKCTY.
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IcHytoTh pi3HI cTpaTerii ajigs BU3HAYEHHS BaXJIMBOCTI TOKEHIB Ta iX
BUJIAJICHHS: BUJAJICHHS 3a 4acoM (HaWcTapillli TOKEHH BHIANSIOTHCS MEPIIUMU),
BUJIAJICHHS HA OCHOBI yBarum (TOKCHM 3 HAWHWKYMMH 3HAYCHHSMU YBaru
BUJIAJIIOTHCS ), aJalITUBHE BUIAJICHHS (KOMO1HAIlIS PI3HUX METPHUK JIJIs1 BUSHAYCHHS
TOKEHIB JIJISl BUJAJICHHS ).

StreamingLLM € mpuxnamoMm eviction-miaxoay, SKHA JO3BOJSE MOICISM
O0OpOOJISITH HECKIHYEHHO JIOBI1 MOTOKM TEKCTY. ANTopuTMm 30epirae ¢ikcoBaHy
KUTBKICTh ITOYAaTKOBHX TOKEHIB (sink tokens) Ta ocTtaHHIX TokeHiB (recent window),
BUJIAJISFOYM MPOMDKHI TOKeHHU. JoCaipKeHHs MoKa3aim, 1o 30epekeHHs e 4
MOYAaTKOBUX TOKEHIB Pa3oM 3 KOB3HHM BIKHOM 3a0e3leuye CTaOUIbHY SKICTh
reHepallii Ipyu 3Ha4HOMY 3MeHIIeHH1 po3mipy KV-kema.

H20 (Heavy-Hitter Oracle) BUKOpHUCTOBYE HAaKONWYECHY CTATHCTUKY yBaru
JUTSl BU3HAYCHHS HAWBAKIIMBIIMINX TOKEHIB. 3aMICTh MPOCTOIO BUIAICHHS CTapHX
TokeHiB, H20O 30epirae TOKEHHU, Kl OTPUMYBAJIM HAWOUIBIIY YyBary MOpOTITOM
redepariii. lle mo3Bomsie 30epiratu KIOYOBY 1HPOPMAILIiIO 3 PAHHBOTO KOHTEKCTY,
sIKa 3aJTUIIAETHCS PEJICBAHTHOIO JUTSI MTOJANIBIIOT TeHEepaITii.

Scissorhands Ta moi6H1 METOIM BUKOPUCTOBYIOTh HABYECHI TIPEIUKTOPH IS
BU3HAUYCHHSI, SIK1 TOKEHH MOXKYTbh OyTH Oe3nedyHo BuaayieHi. [IpenukTop TpeHyeThes
nepeadavyaTd BIUIMB BHUJAAJICHHS KOXKHOTO TOKEHA Ha SKICTb BUXOMY MOJEII,
JIO3BOJISIIOYM POOUTH O1IbIT 1HPOPMOBAHI PINICHHS MPO BUJIAJICHHS TIOPIBHIHO 3

CBpUCTUYHHUMH MCTOAAMMU.

30iJbLICHHSA IIMPUHU MO

301IbIICHHS IIUPUHKU MOJIEI1 3aMICTh 11 IITUOMHU € €(DeKTUBHUM IT11X00M 0
ormrumizaiii po3mipy KV-kemra. [Ipu ogHakoBiif 3aranbHiii KUIBKOCTI ITapaMeTpiB,
HIMPILT MO 3 MEHIIOK KIJIBKICTIO IIapiB MarOTh 3HAYHO MeHIIHi po3mip KV-
Kellla MOPIBHSHO 3 TIMOOKUMU BY3bKUMU MOJACIISIMH.

Posmip KV-kema niHIHHO 3ameXUTh Bil KUIBKOCTI MIApiB y MOJEIII.
Hanpuknazn, monens 3 1 mapom 1 mpuxoBanuMm posmipoM 23,157 mae KV-kem

po3mipom 6mm3bko 0.71 I'b ans mocmimoBHOCTI M0oBXRMHOIO 8192 TOKeHN. Monaenb
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31 128 mapamu 1 npuxoBaHuM po3mipom 2,048 Bumarae 0au3bpko 8.0 I'b aist Tiel x

JTOBYKUHU ITOCJI1JOBHOCTI.

Tabnuus 2.3 — [opiBHSAHHS MexaHI3MIB yBaru 3a epektuBHicTio KV-kemia

Metox KV-roaosu CropoyveHHsI Ipukaaau
MHA = Q rojiB 1x GPT-2, BERT
MQA 1 NXx PaLM, Falcon
GQA G rpyn N/Gx LLaMA 2, Qwen3
MLA JlareHTHHI 10-20x DeepSeek V3

2.4. MeToau onTumisaiil Bar MmojeJti

Pospinxenns Bar

Po3pimkenns Bar (po3piKEHICTh Bar) — Iie IIe OJIMH IT1IX11 0 ONTHMI3allii
nam'ati B LLM, sikuii oJyiirae y 3MEHILIEHHI KUJIBKOCTI HEHYJIbOBUX NapaMeTPIB Y
Mozell. Y pO3pIIKEHUX MOJIENSX OUIBIIICTh Bar BCTAHOBIIOIOTHCS B HYJIb, IO
JI03BOJIsI€ 30€epiratu Ta 00pOOISATH TIILKU HEHYJIbOB1 3HAYEHHS, TUM CAMUM 3HAYHO
3MEHILYIOYM CIIOKMBAHHS NaM'AT1 Ta 00YMCIIOBAJIbHI BUTPATH.

[cTopuyHO PO3pIMKEHHST Bar IMHUPOKO BUKOPUCTOBYBAJIOCS B 3TOPTKOBUX
HEUPOHHUX MEpekax, /e BOHO Moxke aocsratu 90%+ po3pikeHocTi 0€3 CyTTEBOT
BTpaTH SKOCTI. OHaK /it TpaHCcHOPMEPHUX MOJIEIIeH, OCOOIMBO BEJIMKUX MOBHHX
MOJIeNIeH, TOCSTHEHHS BUCOKOI PO3PIHKEHOCTI € CKIATHIIIUM 3aBIaHHSM uepes
HIUTBHY TPUPOIYy MEXaHI3My yBaru Ta BajJIMBICTh KOXHOTO IapameTpa s
30epeKCHHS 3HaHb MOJICITI.

CTpyKTypoBaHE pPO3PIIKEHHS, A€ OOHYJSIOTHCS Il CTPYKTYPHI OJMHUII
(psiAKY, CTOBIII, KaHAJM), € OIbII MPAKTUYHUM JUIs amapaTHOl peamizarii
MOPIBHSHO 3 HECTPYKTypoBaHUM po3pimkeHHsM. NVIDIA Ampere ta HOBImI
apXITEKTYpH HNIATPUMYIOTH 2:4 CTPYKTYpOBaHE PO3PIIKEHHS Ha anapaTHOMY PiBHI,
Je 3 KOXKHUX 4 eleMeHTIB 2 MOXyThb Oytu Hymsamu. lle 3abesmeuye 2-kpaTHe
MPUCKOPEHHS MAaTPUYHUX orepalliii 6e3 HeoOX1JHOCTI creliani3oBaHuX 010T10TeK.

OCHOBH1 METOJIUKH PO3PLIKEHHSI MOJIEJIEH BKIIIOYAIOTh: peryisipu3aliito (g
Yyac TpEeHyBaHHS MOJIEN1 10 (PYHKITIT BTpAT AOJAI0ThCS PETYIspHU3alliiiHi YWICHU, TaKl

sk L1-perynspusaiiis, iK1 3a0X04yOTh Bard HaOJUKaTUCS 10 HYJIS), MiApi3aHHs a00
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pruning (Imicisi TpeHYBaHHS MOJENl Barud 3 MaJIMMHU aOCOJMIOTHUMH 3HAYCHHSIMHU
BCTaHOBIIIOIOTHCSI B HYJIb, CTBOPIOIOYM PO3PIIKEHY CTPYKTYPY), PO3PIIKECHY
apxiTeKTypy (Mojaeli MOXYTh OyTH CIEmiaJIbHO pPO3pOOJIeHI 3 PO3PILIKEHUMH
3'€IHAaHHSAMM MDXK IIapaMHu ), pO3piJPKeHe TpeHYBaHHs (i Yac TpeHyBaHHS MOJIei
MOXYTh BUKOPHUCTOBYBATHCS CITCIialIbHI AJITOPUTMH ONITUMI3aIlii, sIKI 320X0UYIOTh

PO3PITIKECHICTD).

KBanTusanisn

KBaHTH3a111s1 — I1e TeXHiKa ONTUMI3AIlll Mam'sITi, SKa BUKOPUCTOBYETHCS JJIS
3MEHIICHHS PO3MIpy Mojeliell MaIllMHHOrO HaB4aHHS, 30Kkpema LLM, nuisixom
3MEHIIEHHS TOYHOCTI MPEICTABICHHS Bar Ta aKTUBAIli. B opuriHamsHUX MOJEIIX
Baru Ta aKTHBAIlli 3a3BHYail 30epiratoThes sk 16-01THI YUCiIa 3 PyXOMOIO KOMOIO
(FP16/BF16), mo 3abe3nedye BUCOKY TOYHICTh, ajieé MOTPEOy€e 3HAYHOTO OOCSTY
nam'ati. KBaHTH3alisi 103BOJIsS€ TPEACTABIATH Barud Ta aKTUBAIll 3 MEHILIOKO
TOYHICTIO, HAIIPUKJIa, BUKopucToBYr0uM 8-01THI (INT8), 4-61THi (INT4) ab0 HaBITH
01TOBI (JB1MIKOB1) 3HAYEHHSI.

[Tpotiec kBaHTH3AIlT BKIIIOYA€E B ceOe KUTbKa KPOKIB: BU3HAYCHHS J1arla30Hy
3Ha4YeHb (aHaJ13 PO3MOALTY Bar JJisi BU3HAYEHHSI MIHIMAJIbHOTO Ta MAaKCUMaJILHOTO
3HAY€Hb), MaclITa0yBaHHS 3HA4YeHb (IIEPETBOPEHHS 3HAYEHb 3 OPHUTIHAJIBLHOIO
Jlana3oHy B IIJTbOBUH J1alla30H KBaHTHU3AIll1), KBAHTYBaHHS 3HAYEHb (OKPYTICHHS
MacmTabOBaHMX 3HAYEHb 10 HaWOIMKYOTrO AMCKPETHOrO piBHs), 30epiraHHs
KBAaHTOBaHMX 3Ha4YeHb (30€peKeHHs pe3yNbTaTy pa3oM 3 [apaMeTpamu
MacIITa0yBaHHs [JIs1 BIAHOBJICHHS).

CyuacHi metonu kBaHTH3amii, Taki sk GPTQ, LLM.int8() ta iHmi, Bxke
JO3BOJISIIOTh CTHCHYTHM MOJIENl J0 HM3BKHX OITOBUX ImupuH, 10 1.58 Oita Ha
napameTp, 30epiraoyuu npu LbOMY IPOJYKTUBHICTh MOJENI.

GPTQ (GPT-Quantized) € omHMM 3 HAWMOMYJSAPHIIINX METOMIB POSt-
TpEHYBaHHS KBAaHTU3AIll JI1 BEJIMKUX MOBHHX Mojielieli. ANTopuT™M 0a3yeTbes Ha
ONTUMAaJIbHOMY KBaHTyBaHH1 MO3Ky (Optimal Brain Quantization) Ta BUKOpUCTOBY€E

KaJiOpariitHuil matacet JJis BU3HAYCHHsS] ONTHUMAJIbHUX MapamMeTpiB KBaHTU3AIIll.
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GPTQ moxe kBantyBaTu Mojieni 10 INT4 3 MiHIMaIbHOO BTPATOIO SIKOCTI 32 KUJIbKa
roauH Ha ogHomy GPU.

LLM.int8() BUKOpUCTOBY€ 3MillIaHy TOYHICTh, n¢ Bukuau (outliers) B
akTuBallisix oopoossitoTees B FP16, To/1 Ik OCHOBHA Maca 3HauY€Hb KBAHTYETHCS J10
INT8. Lle mo3Boisie YHUKHYTHM 3HAuHOI Jerpajaiii SKOCTI, Ska BHUHUKA€E TPHU
HAaiBHOMY KBAaHTYBaHHI, JI¢ BEJIWKI 3HAYCHHS-BUKUIA MOXYTh CYTTEBO
CIIOTBOPIOBATHUCS!.

®opmar MXFP4, mo BukopucroByerbess B GPT-OSS Ta iHmumx cydacHux
Mozenax, € OjmokoBuM (opmarom 3 4.25 OiTa Ha mapaMmerp: KOKeH OJok 3 32
3HA4YCHb JUINTH CIUIBHUN 8-01THHI MaciiTab, a cami 3HaueHHs 30epiraloTbcs y 4-
oiTHOMY (opmari. [le 3abe3meuye kpairy TouHICTh TOPIBHAHO 3 TpocTuM INT4 ipu
HE3HAYHOMY 30UIbIIEHHI PO3MIpY.

KBantu3anisi 10 HU3bkux 01TOBUX MUpPHUH (1-2 OiTH) € aKTUBHOIO 00JIaCTIO
nociipkeHb. Meroan Ha KmtanT BitNet 1eMOHCTpYIOTh, 1110 MOJEIT MOXYTh OyTH
HaTpeHOBaH1 3 TepHapHUMHU Baramu (-1, 0, +1), mocsraroun ehekTUBHOI OITOBOI
mupunn 1.58 6iTa Ha mapametp. Taki Mojenl NOTEHIIHHO MOXYTh MPaLIOBaTH Ha

npouecopax 6e3 GPU, BUKOPUCTOBYIOUH JIUIIIE IIOYUCETbHY apU(PMETUKY .

Tabmui 2.4 — [TopiBHSIHHS METO/IIB KBaHTH3AII11

dopmar bitu CTHucHeHHsI Brpara sikocti
FP16 16 1x (6a3oBuit) Hewmae
INTS8 8 2X \< 1%
INT4 4 4x 1-3%

MXFP4 4.25 \~3.8x \< 2%

1.58-bit 1.58 \~10x 3-5%

dakropu3auisa eMOeTUHTIB

daxropuzarris emoenunris (factorized embeddings) — 11e MeTO 3MEHIIICHHS
KUIBKOCTI mapaMeTpiB y Tabnuii emOenuuriB (embedding table) B HellpoHHHX
Mepekax, 30KkpemMa B MOBHHX Mojiesix. [Ipo0ieMa mossirae B TOMy, IO JJ1S1 BETUKHAX
CJIOBHHKIB (JIECSITKH THUCSY CIIIB) 1 BEJIMKUX PO3MIpPHOCTEH eMOeIuHTIB (COTHI),
po3mip Tabimill eMOEIUHTIB MOXKE OyTH YK€ BEIUKUM — JIECSITKA MiJIbHOHIB

napaMmeTpis.
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Jns moaeni 3 cnoBHukoM 50,000 TokeHiB Ta po3mipHicTIO eMOenunry 4096,
Tabauisg eMOoeauHriB MicTuTh 204.8 minbitona mapametpiB (50,000 x 4,096), 1o
3aitmae Omm3pko 400 Mb y FP16. Jlns monmeneit 3 OUIBIIMMH CIIOBHUKaAMU
(mampukian, 128K tokeniB y LLaMA 3) 1ie 3HadenHs 3poctae a0 nonan 1 I'b.

ALBERT (A Lite BERT) OyB oguum 3 mepimx 3acTocyBaHb (paKkTOpU3aLlii
eMOEIMHTIB Yy BEJIMKHX MOBHUX MOJENAX. ABTOpH MOKAa3ajiH, M0 3MEHIICHHS
po3MipHOCTI eMOeuHTiB 3 768 1m0 128 3 HACTYIIHOI MPOCKIE0 Hazaa 1o 768
JI03BOJISIE 3MEHIIUTH KIJIbKICTh mapameTpiB emOemunriB Ha 80% 0e3 cyTTeBOi
BTpaTH SIKOCTI.

dakropuzaliis eMOCIUHTIB BUPIMHIYE IO MPOOJIEMY HUISIXOM MPECTaBICHHS
Matpuil emoenunris E y Burisaalr 1oOyTKy IBOX MEHIIUX MATPUIb:

E=UxW

ne U — matpuus posmipaocti V x K, a W — matpuus posmipraocti K x H.
[Ipn npomy K 3HauHO MeHme 3a H, mo 103BoJIsI€ CyTTEBO 3MEHIIMTH 3arajbHy

KUIBKICTh TTapaMeTpiB.

Input-output embedding sharing

Input-output embedding sharing — 1ie TexHika, siKka BUKOPHCTOBYETHCS B
apxiTeKkTypax sequence-to-sequence. Inest monsrae B Tomy, 100 BUKOPUCTOBYBATH
OJIMH 1 TOM camuii HaO1p embedding BeKTOpiB SIK AJIs BXIHUX, TaK 1 JUIsl BUX1THUX
TOKeHIB. OCHOBHOIO MEPEBArol0 I[bOr0 MiJIX0/Yy € CYTTEBE 3MEHILIEHHS KUIbKOCTI
napameTpiB y MOJIEJi, OCKUTBKU OJMH Ha01p eMOEANHT1B BUKOPUCTOBYETHCS 3aMICTh

JIBOX OKPEMHUX.

Universal Transformer

Universal Transformer (UT) — me apXiTekTypHHH MiAXiA 10 PEIyKIIil
napaMeTpiB, KU BUKOPHUCTOBYE PEKYPCHUBHE 3aCTOCYBAHHS OIHOTO 1 TOTO X
HaOoOpy Bar Ha BCix mapax moneni. Ha Biaminy Bix crangaptaoro Transformer, ne

KOXeH map mae yHikanbHi napamerpu, UT 3acTtocoBye oauH TpancpopMepHUit



34

OJlok OaraTopa3oBO, IO JO3BOJISIE CYTTEBO 3MEHIIUTH 3arajibHy KUIbKICTh
napaMeTpiB MOJICIII.

Y crannaptHomy Transformer 3 L mapamMu KoXeH Iap Ma€ BJIacHI Baru AJis
MexaHi3My yBaru Ta FFN, 110 nae 3arajipHy KiJIbKICTB ITapaMeTpiB IPOMOpITiiHY L.
Universal Transformer BUKOPUCTOBY€ CHiUTBbHI Baru JUisl BCIX iTepaliii oOpoOKw,
3MEHIITYIOUU KUTBKICTh apaMeTpiB y L pa3iB npu 30epekeHH1 TTuonHn 00pOOKH.

KirogoBum kommnonenToM UT € mMexaHI3M MO3UILINHOTO KOJIyBaHHS, SIKHMA
OHOBITIOETHCS HA KOXKHIM iTepartii pekypcii. Lle qo3Bossie Momeni po3pi3HATH pi3HI
eTanu 0OpoOKHM Ta BpaxOBYyBaTU TMUOMHY pekypcii. DopManbHO, HAa KOKHOMY KPOIT
t 00poOKa BU3HAYAETHCS SIK:

h”(t) = LayerNorm(h”(t-1) + Attention(h”(t-1))) + FEN(...)

ne Toi camuid HaOip mapametpiB Attention Ta FFN 3acTtocoByeThcsi Ha BCix
kpokax t=1, 2, ..., T.

Universal Transformer Takok Mo)k€ BHUKOPHMCTOBYBAaTH aJallTUBHUI Yac
obuuncienb (Adaptive Computation Time, ACT), 1m0 103BoJIsIE MOJIEi JUHAMIYHO
BU3HAYATH KUIBKICTh IT€paliid Il KOKHOTO TOKeHa. CKIIaJHIIl TOKEHH MOXKYTh
00poOsATHUCS OUIBIIO KIJIBKICTIO 1TEpalliif, TOAl SK MPOCTIIIl — MEHIIO0, 1110
N1ABUILYE €(PEKTUBHICTh OOUHCIIEHb.

OcHoBunM HegomkoM Universal Transformer € oOMexeHa eMHICTH MOJIEINL
MOPIBHSHO 31 cTaHAapTHUM Transformer Tiei »x rmOunu. CriijibHe BUKOPUCTAHHS
Bar 0OMeXye 37aTHICTh MOJIEJII 10 CHeliai3allli pi3HUX IIapiB Ha PI3HUX aCEKTax
00poOku. Ile 0coOIMBO KPUTHUYHO TSI BEIMKUX MOBHHMX MOJIETIEH, /1€ Pi3HI MapH
BUKOHYIOTh Pi3HI (DYHKIIIT: paHHI mapu oOpoOJIsIOTh CUHTAKCHUYHY 1H(GOpMAIIiTO,

CepeliHl — CEeMaHTHYHY, M13HI — I€HEPYIOTh BUXIAHI MPEICTABICHHS.

Mixture-of-Experts Universal Transformer (MoEUT)

MoOEUT — mne BnockonanenHss Universal Transformer, sike Bupimye
npobsieMy OOMEXEHOI €MHOCTI uepe3 MO€THAHHS PEKYPCHUBHOTO 3aCTOCYyBaHHS

mrapiB 3 apxitektyporo Mixture-0f-Experts. 3amicTh BUKOpUCTaHHS (PiIKCOBAHOTO
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FFN O6noky Ha Bcix itepauisix, MoEUT BukopucTtoBye HaOip eKCHepTiB 3
JTWHAMIYHOO MapIIPyTH3allI€lo.

Y MoEUT xosxHa iteparttis 00poOKH BKITIOYAE: CIUTBHUN MEXaH13M yBaru (K
y 3Buuaitnomy UT); MoE miap 3 Habopom ekcriepTiB, e MapIIpyTU3aTOp AMHAMIYHO
BUOMpae MIIMHOXKUHY €KCHEpTIB JJIsi KOKHOTO TOKEHa Ha KOXHIiM iTeparii. Lle
JI03BOJISIE€ MOJIEITl /IalITUBHO BUKOPUCTOBYBATH PI3HUX €KCIEPTIB HA PI3HUX eTanax
00pOoOKH OJTHOTO TOKEHA.

Hocnimpkenuss  moka3ylotb, 1mo B MoEUT  cmoctepiraerbes
MEePEBUKOPUCTAHHSL EKCIEPTIB: TI CaMi EKCIEePTH BUSIBISIOTHCS KOPUCHUMH Ha
pi3HUX iTeparisix o00poOku. lle miaTBep/pKye TrimoTe3y Npo Te, L0 TEBHI
OOYMCITIOBAJIbHI ITATEPHU € YHIBEPCATBHUMU JJI PI3HUX TNIMOUH 0OPOOKH.

MoEUT nemonctpye, 1o shared-layer apxitektypa Moxe OyTu
KOHKYPEHTHOIO 31 cTannapTHUMHU Transformer Ha 3aagax MOBHOTO MOJIETTIOBAHHS.
OpHak 3aJUIIAIOTBCA HEBUPIMIEHI MpoOjeMu: CKIAAHICTh  OajaHCyBaHHS
HABAHTAKEHHA MDK E€KCIIEpTaMu MPU PEKYpCUBHOMY 3aCTOCYBaHHI, CTA0UIBHICTh
TpeHyBaHHS Ta €PEKTUBHICTh 1H(DEpeHCy.

Apxitektypri imei Universal Transformer ta MoEUT € ocHoBoro st
MOJAJIBINNX JOCIIKEHb PEeIyKIlli mapaMeTpiB y BEIUMKHUX MOBHHX MOJENAX depes

NEPEBUKOPUCTAHHS KOMIIOHEHTIB MK LIApAMH.

2.5. E¢pexTuBHI aJropurMivHi peastizauii

CranaaprHa peaJizanis yBaru (N?)

CranmapTHa peanmizaiisi MexXaHi3My yBaru B TpaHchopMmepax Mae
KBaJpaTUYHy CKJIQJIHICTh 3a MaM'TTIO BIAHOCHO JOBXHHHU MOCIHIIOBHOCTI. [le
MOB'sI3aHO 3 HEOOXIIHICTIO 30epiratu MaTpuiio yBaru po3MipoM NxN, me N —
JIOBYKWHA ITOCJI1JOBHOCTI.

dopMyia 00UKCIEHHS yBark Ma€ BUTIIS!

Attention(Q, K, V) = softmax(QKT/ Vd k) x V
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ne Q, K, V — marpuiii 3anuriB, KJIIOYIB Ta 3Ha4eHb BiAmoBigHO, d k —
po3mipHicTh KitouiB. [Tpomikaa Marpuist QKT mae po3mip NN, 1110 1 3yMOBIIIO€

KBaJIpaTUUHY CKJIAJHICTH 32 MaM'sITTIO.

FlashAttention

FlashAttention — me anroput™m nais OOYMCIIEHHS YBarw, SKAWA 3HAYHO
3MEHIIy€ BHKOPUCTAHHS TaM'sTi Ta MpuUcKoproe obOuucieHHs. KirodoBa iges
MOJIATa€ 'y BUKOPHUCTAHHI OJIOYHOTO TMIAXOAY Ta TNeEpepaxyHKy MNPOMIKHHUX
pe3yabTaTiB 3aMicTh ix 30epiranns. FlashAttention po3OuBae BXigHI MaTpHIll Ha
0JI0KH, SIK1 MOKYTh OMICTUTHCS B BUAKY nam'sitb GPU (SRAM).

Anroput™m 0a3yeThcsi Ha po3yMmiHHI 1epapxii mam'sti GPU: mBuaka SRAM
(shared memory) mae mponyckHy 3aaTHICTh Onm3bko 19 Th/c, ane oOmexenuit
po3mip (0nu3bko 20 Mb Ha SM), toai sk HBM (High Bandwidth Memory) mae
ounbimit oocsr (40-80 I'b), ane 3HauHO MeHIy TIpoyckHy 3aaTHICTh (1.5-3 Th/c).
CranmapTHa peanizallis yBaru BuMarae 0araropa3oBUX 4yuTaHb Ta 3amuciB y HBM
JUTSL IPOMIXKHUX PE3YJIbTaTIB, IO CTBOPIOE BYy3bKE MiCIIE.

FlashAttention BukopuctoBye TexHiKy TailmHry (tiling) mms oOGuucieHHs
yBaru OJIOKamMH, IO TOBHICTIO moMimawTbess B SRAM. Jlng mnpaBHiIbHOTO
oOumucieHHs softmax mpu 0s04HIM 00poOLI BUKOPUCTOBYETHCS OHJAMH softmax
QITOPUTM, KM JI03BOJISIE HAKOMUYYBAaTH YACTKOBI pe3ynibTatu 0e3 30epiraHHs
noBHOI MaTpulli yBaru. e Bumarae 30epiraHs JUIIe row-wise MaKCUMYMIB Ta CyM
JUTSL KOOKHOTO psifika, 110 3aiimae O(N) mam'sarti 3amicte O(N?).

AJNTOPUTM MpaIO€ HACTYITHUM YMHOM: 3aMICTh OOUHUCIIEHHS TOBHOT MAaTPHITI
yBaru NXN, FlashAttention 00po06isie naHi OJ0KaMu, OOYMCIIOIOYM YaACTKOBI
pesynbpTaTH softmax Ta HaKONMUYyrOUM iX MOCTymoBo. lle BuMarae mg0aaTKOBHX
O0YHCIIEHB JUTS IPABHIILHOTO 00'€ THAHHS YaCTKOBHX SOftmax, aje 3Ha4HO 3MEHIITy€e
00csT HeOOX1THOT ITaM'ATI.

FlashAttention nocsrae JiHITHOTO BUKOPHUCTAHHS ITaM'sITi BITHOCHO JIOBXKUHH
MOCJIIOBHOCTI, Ha BIJIMIHY BiJI KBaJpaTUYHOrO Yy CTaHIApTHOI peamizarii. Lle

7103BOJIsI€ OOPOOISATH 3HAYHO JOBIII MOCHIJTOBHOCTI MPU THX CaMUX OOMEXKEHHSIX
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nam'sti. KpiMm Toro, aaroputM kpaiie BUKOPUCTOBYeE iepapxito nam'sti GPU, mo
MPU3BOJIUTH J0 3HAYHOTO MPUCKOPEHHS O0YHCIICHB.

FlashAttention-2 ta FlashAttention-3 po3mmMprOIOTs OPUTIHATHHAN aJTOPUTM
JOJJATKOBUMHU  ONTUMI3aIlisIMHA: KpalliM T[apajie]i3MOM 110 TOJIOBaX yBarw,
ONTUMI30BaHUM BUKOPUCTAHHSIM TEH30PHHUX sJEp Ta MIATPUMKOIO pi3HUX (popmartiB
tounocti (FP16, BF16, FP8). FlashAttention-3 gocsrae 1m0 2X NPUCKOPEHHS
nopiBHsiHO 3 FlashAttention-2 ma GPU apxitexktypu Hopper (H100) 3aBnsiku
BUKOPHCTAHHIO HOBHUX anapaTHUX MOKJIMBOCTEH, TAKUX SK ACHHXPOHHE BUKOHAHHS

ta warp-specialization.

vLLM (PagedAttention)

VLLM (virtual Large Language Model) — me cucrema st e(heKTHBHOTO
OOCITyroByBaHHSl BEIMKHX MOBHHMX MOJIEICH, sIKa BHUKOPHCTOBYE KOHIICTIIIIIO
BIpTyaJibHOI maM'sTi aast ontumizamii BukopuctanHs GPU nmam'sti. OcHoBHA 11es
noyisirae B posauvieHHi KV-kema Ha 0y10ku (PiKCOBaHOTO po3Mipy, TOAIOHO /10
CTOPIHOK y BIPTyaJIbHI/ MaM'aTi OnepamiiHux CUCTEM.

Tpanuiiitai cuctemu o0ciayroByBanHs LLM BUILISAIOTH HEMlepepBHUI 00K
nam'siti s KV-kema KOXXKHOTO 3amuTy Ha OCHOBI MaKCHUMalbHO MOXKJIHBOI
JOBXHMHHU TocniioBHOCTI. Ile mpus3BoauTh A0 3Ha4yHOi (hparmMeHTarii mam'sTi Ta
HeedexTuBHoro BukopuctaHHsi GPU pecypciB, OCKUIBKH OLIBIIICTh 3aMUTIB HE
JOCSITAl0Th MaKCUMaJIbHO1 JoBXKUHU. PagedAttention Bupiiiye 1o ipodieMy yepes
BipTyaumizaiito nam'sti KV-kemra.

PagedAttention, o nexxuth B ocHOBI VLLM, m103B0JIsI€E TMHAMIYHO BUIISATH
Ta 3BUIBHATU Onoku mam'sTi uist KV-kemia pi3Hux 3anutis. Lle 0co011MBO KOpUCHO
npu o0CIyroByBaHHI 0araThbOX 3alMTIB OJIHOYACHO, OCKUIBKHU JT03BOJISIE YHUKHYTH
dbparmenTaiii nam'sTi Ta €EeKTUBHO BUKOPHCTOBYBATH BCIO JOCTYIIHY MaM'siTh
GPU.

Apxitektypa VLLM BKITtOUa€ Tpu KIIFOYOB1 KOMIIOHEHTH: JIOTIUYHY TaOJIHITIO
OJIOKIB JIJIsl BIACTEXKEHHS BIpTyainbHUX On0kiB KV-kema; Gpi3uunuit myn 6J10KiB 1715

ynpaiiHHs pakTuanoto naM'atTio GPU; Ta MoandikoBaHuii MexaHi3M yBaru, SKui
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MOX€E TpaIOBaTH 3 HEMOCTIJOBHUMH OjioKamMu mam'sti. Po3mip 00Ky THIIOBO
CTAaHOBUTH 16 TOKEHIB, 110 3a0e3rneuye OajaHCc MK TPaHyJISIPHICTIO BUAUICHHS Ta
HaKJIATHUMW BUTpATaMH Ha YTIPaBIIIHHS.

PagedAttention 03BOJIsI€ JOCATTH Maike HYJIbOBOI (pparMeHTarlii mam'sati ta
eeKTHBHO OOPOOJSTH 3amuTH 3MIHHOI MOBXHWHU. lle 0cOOMMBO BaKIIMBO IS
CHCTEM OOCIIyTOBYBaHHS, J€ OJJHOYACHO 0OPOOIIAIOTHCS 6araTo 3amUTIB 3 PI3HUMHU
JIOB)XKMHAMHU  KOHTEKCTy. ExkcnepumeHTH 1oKa3yroTh, 1m0 VLLM  moxke
oOcyroByBaT B 2-4 pa3u OUIBIIE 3aNUTIB OJTHOYACHO IMOPIBHSHO 3 TPAAUIIHHUMUA
CUCTEMaMU MPU THUX CaMUX OOMEKEHHSX MaM'sTi.

HonatkoBoto mnepeBaroto PagedAttention € MOMXJIHMBICT, CIUIBHOTO
BukopucTanHa KV-keia mMixk 3anmuramu 3 ogHakoBuUMU npedikcamu. Hampukian,
SKIIO JIeK1IbKa 3aIMTIB MalOTh OJTHAKOBUM CUCTEMHUM MpoMIIT, ixH1 K'V-010ku mis
IILOTO MPOMITY MOXXYTh OYTH CITUUTBHAMH, IO TOAATKOBO €KOHOMUTH Mam'siTh. Lls
TexHiKa, Bigoma sk prefix caching, oco6amBo edexTruBHa JUIsi 4aT-00TIB Ta 1HIIUX

34CTOCYBAaHb 3 ITIOBTOPHOBAHUMH 1m1abJIoHaMH BBOY.

2.6. HautMmkoBicTh IrJIMOIINX APIB

Hocnimkenns 2024 poky nokaszaiu, 1o riuoii mapu LLM BHOCSTh MeHIIHI
BHECOK Y SKICTh MOJEII, HiJK Mpuityckainoch panime. Pobora «The Unreasonable
Ineffectiveness of the Deeper Layers» [26] neMoHCTpYye, 110 BUIAJICHHS YaCTUHU
rUOIMX IIapiB MOZENl MPU3BOAUTH 0 MOMIPHOI BTpPATH SIKOCTI, SIKY MOKHA
YaCTKOBO KOMIIEHCYBAaTH JIOTPEHYBaHHSIM.

ShortGPT [50] nocnimkye HanmumkoBicTs mapiB y LLM. ABTopu BBOISTH
meTpuky Block Influence (BI), sika oIiHIO€ Ba)KJIMBICTh KOXHOTO IIApy 4Yepe3
BUMIPIOBAHHS 3MIHM TIPUXOBAHWM CTaHS TIICIS TMPOXOHKEHHS uepe3 Imap.
Pe3ynbTaT moka3yroTh, 1110 YaCTUHA apiB Ma€e HU3bkui Bl — ix BuganeHHs cnabo
BIUIMBAE HA BUXI1J MOJEI.

CriocTepeskeHHsl 3 JOCTIPKeHb HAIITUIITKOBOCTI I1apiB:

Cosine similarity Mi>k IpUXOBaHUM CTaHS CYCIIHIX IIAPIB YaCTO MEPEBUILYE

0.9. Cepenni Ta rmulI mapu IeMOHCTPYIOTh OUIbIly HaIMIIKOBICTh. LLaMA 2
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70B 30epirae mNpuUHWHATHY SKICTh Miclsg BujajdeHHs ~25% mapiB. Mogaenb
JIEMOHCTPY€E OUIBIIY HAJJIUIITKOBICTh MO TJIMOWHI, HIXK MO IIUPHHI.

[le mae mpakTHUYHE 3HAUEHHS: 3aMICTh pruning OKPEMUX Bar, MOXKHA
BUJIQJIATH 1M1 m1apu. Takui miaxija IpoCcTImMM B peatizallii Ta 30epirae CTpyKTypy
MOJIeNl, CyMICHY 31 cTaHAapTHUMU 0101i0TekaMu iHpepeHcy.

HammmkoBicTe mOB'si3aHAa 3  KOHIEHINEK 3aJIWIIKOBHA IOTIK: SIKIIO
MPUXOBAHUM CTaH MICTUTh JIOCTATHBO 1H(OpMaIIii, J0IaTKOBI IIIAPH JIUIIIEC HE3HAYHO
Woro kopurywooTh. lle y3romKyeThcssi 3  TINMOTE3010 TPO  MOXIIMBICTH

MEPEBUKOPUCTAHHS €KCIIEPTIB MK [IIAPAMH.

2.7. Apxitektypu Mixture-of-Experts Ta innoBaniiini migxomm 1o
edexTUBHOCTI
Konuenuniss Mixture-of-Experts

Mixture-of-Experts (MOE) — e apXiTeKTypHHI MiAXiJ, SKHH PO3JILISE
00poOKYy MDK MHOXHHOIO CHEIlaji30BaHUX MigMepex (eKCrmepTiB). 3aMiCTh
00poOKHM KOXKHOTO TOKEHa BciMa MapamerpamMu mojeni, MoE BukopucToBye
MEXaHi3M MapIIpyTU3allii sl HalpaBJICHHS KOXKHOIO TOKEHA 10 MiIAMHOXUHU
HaWOLTBII BIAMOBITHUX CKCIICPTIB.

Matematuyno Buxijg MoE mapy BU3HA4a€eThCs SIK:

y = 2(i=1 to K) gi(x) x Ei(x)

ne gi(X) — Baru mapuipyrtusaTtopa sl 1-ro ekcriepta, Ei(x) — Buxing i-ro
excriepta, K — KUIbKICTh aKTHBOBAaHUX €KCIEPTIB HA TOKEH (3a3BMYail 3HAYHO
MEHIIIE 3arabHOI KITBKOCT1 €KCIIEPTIB).

KitouoBoro ocobmuBicTio MoE € po3mineHHST MiX 3araibHOI0 KIJTBKICTIO
napameTpiB MOJENl Ta KUIBKICTIO aKTMBHUX MapameTpiB Ha TOKeH. Lle mo3Bomsie
3MEHIIUTA OOYHMCIIOBAIBHI BUTPATU Mia 4Yac 1HGEPEHCY, OCKIIbKA aKTUBYETHCS
JIIIe HEeBEJIMKAa YacTKa 3arajbHUX MapamerpiB. [IpoTe Ba)xIJIMBO 3ayBaKWTH, IIO
MoE moneni BumararoTh 30epirants BCix napameTpiB y nam'sti — mozens 3 671B
napameTpiB BCE OJTHO MOTPeOy€e BIAMOBITHOTO OOCATY MaM'sITi JJIsl Bar, HaBITh SKIIO

aKTUBYIOTHCS Julie 37B Ha TOKEH.
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OcHoBH1 nepeBarn MoOE BkIIOuYaloTh: MaciiTaOyBaHHS 10 TPHUJIbUOHIB
napameTpiB IpU MOMIPHUX OOYMCITIOBAIBHMX BHUTpAaTaXx Ha TOKEH; 3MEHIICHHS
BapTocTi iH(peperHcy B 3-10 pa3iB TOpIBHIHO 3 EKBIBAJICHTHHUMH IIITLHUMHA
MOJICJISIMHU; CIIeliali3allisl eKCIepTiB Ha pI3HUX JIOMEHAX Ta THUIaX 3aBJaHb;
JOCATHEHHS IIIBOBOTO loss mpubOim3Ho B 3 pa3u mBUALIE MPH (iKCOBAHOMY
O0YHCITIOBAILHOMY OIO/IKETI.

MexaHi3M MapuHipyTu3alli € KpUuTHIHUM KommoHeHTOM MoE apxitektypu.
Haitnomupenimmii miaxigy — Ton-k Mapupytusaiisi, 1€ AJig KOXHOTO TOKEHa
BUOMpAIOThCs Kk ekcnepTiB 3 HAMBUIIIMMU OIlIHKaMH Bijl MapIipyTu3zaropa. Tumosi
3HaueHHs Kk cTaHOBIATH 1-8, mpuyomy OuIBINI 3HAYEHHs 3a0e3MeUyoTh Kpalry
AKICTh 32 PaXyHOK OUThIINX 00uKcioBaIbHUX BUTpat. DeepSeek V3 BuxopucToBye
top-6 mapmpyTu3aiito 3 256 ekcneprtis, ol ik Qwen 3 MoE BukopucroBye top-8
3 128 ekcnepri..

[IpoGnema OanaHCyBaHHS HABAHTAKEHHA MK €KCIEpTaMU € OJHIEND 3
KIIOUOBUX TMpu TpeHyBaHHI MoE wmoneneii. be3 chemianpbHUX MexaHI3MIB
MapIIpyTU3aTOp MOXKE CXUJIMTUCSA 0 BUKOPUCTAHHS JIMIIE JACKIJTHKOX €KCIEPTiB,
10 3HUXKYE ePEKTUBHICTh MO, TpaauiliiiHUA MiAX1] BUKOPUCTOBYE NOMOMIKHI
¢bynkuii BTpaT (auxiliary losses) 1uisi 3a0XOY€HHSI PIBHOMIPHOTO BHKOPHUCTAHHS
EKCTEPTIB, ajie 11e MOXKEe HEraTUBHO BIUIMBATH Ha SIKICTh MOJIEII.

Indbpactpykrypai Bumoru nnsi MoE wmoneneit € 3HayHUMHU 4epe3
HEOOX1HICTh 30epiranHs BCIX mapamMeTpiB y mam'sati. s mozeni 3 256 excriepramu
ta 671B mapamerpis, sk DeepSeek V3, morpiOHO po3mOIIIUTH €KCHEPTIB MiXK
o6aratbma GPU 3 BukopucrtanusMm expert parallelism. Ile Bumarae mBuaKOTO
MIKBY3710BOTO 3B's13Ky (NVLink, InfiniBand) ansa edextuBHOTO nepeHanpaBieHHs
TOKEHIB /10 BIAMOBIIHUX eKcrepTiB. TumoBa KoHpiryparis A oOCIyroByBaHHS

DeepSeek V3 Bxntouae 8 By3nis mo 8 GPU H100/H200.

DeepSeek V3: MoE 3 MLA

DeepSeek V3, Bunyuienuit Hanpukinii 2024 poky, 1€MOHCTPY€E MO€THAHHS

MoE 3 Multi-Head Latent Attention (MLA). Moaens mae 671 Minbsip 3araJibHAX
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napaMeTpiB, 3 SIKUX 37 MUIbSPJIIB aKTUBYIOThCS Ha KOXEH TOKEH. ApXiTEeKTypa
BKJItOUa€ 256 eKCIepTiB Ha Map 3 OJHUM 3aBXKIM aKTUBHUM CIUTBHUM €KCIIEPTOM.

Jlst 36epiranns Bar DeepSeek V3 y FP16 notpi6Ho 65m3bko 1.34 Th mam'sti
GPU, mo Bumarae 6aratoBy310B0i iHGpacTpyktypu 3 MinimyM 17 GPU H100 (80
I'b xoxen). MLA 3nauno 3menirye po3mip KV-kema mopiBHSIHO 31 CTaHIAPTHOIO
yBarorw, ajae MOJCNIb 3alMIIAEThCS HEMPAKTUYHOIW IS PO3TOPTaHHS Ha
oOMexxeHoMY 00JIaHaHHI caMme Yepe3 po3Mip Bar.

Oco6muBocti DeepSeek V3 Brimouarots: Multi-head Latent Attention (MLA)
st epexktuBHoro crucHeHHs: KV-kemia; DeepSeekMoE 3 apiOHo3zepHucTHMU
eKcliepTaMu Ta CHUIbHUMH ekcrnepramu; FP8 3wmimiany TOUYHICTH TpeHYBaHHS.
Bapricts TpenyBanns DeepSeek V3 ckiana nuiie 6;13bko 5.6 MUTBHOHIB 107apiB
(2.788 minwsiiona GPU-roaun Ha H800), 1110 € 3HAYHO MEHIIIUM 3a TIOTIEPEH1 MOIeTT1
TaKoro Maciitay.

DeepSeekMoE BrHKOpHUCTOBY€E KOHIIEIIIIO IPIOHO3EpHUCTUX eKcrepTiB (fine-
grained experts) Ta cniuibHuUX ekcrnepTiB (shared experts). 3amicTh BeTUKHUX
EKCTEPTIB, KOXEH 3 sKUX 00polsse 3HAayHy 4YacTuHy oOuucieHb, DeepSeek
BUKOPUCTOBYE 256 MeHmuxX ekcnepTiB. CHiIbHUN EKCHEepT aKTUBYETHCS IS
KOXXHOTO TOKEHAa pa3oM 3 BHOpaHMMH MapUIPYTU30BAHWMH CEKCIIEPTaMH,
3abe3meuytoun cTadubHY 0a30By 00pPOOKY JiJIs BCIX BXIAHUX JTaHUX.

Jns  OamancyBanHs  HaBaHTaxkeHHsa DeepSeek V3  BukopucroBye
IHHOBaIiMHUKA maxig O0e3 gomomibkHMX GyHkmid BTpat (auxiliary-loss-free).
3aMiCTh TpPAIUIIMHUX AOMOMDKHUX (YHKIIA BTpaT, SIKI MOXYTh HETaTHBHO
BIUIMBATH Ha SKICTh MOJICJl, BUKOPUCTOBYEThCS MUHAMIdHE 3MimeHHs (bias) s
KOXKHOTO ekcrepTa. Lle 3MimeHHs] aBTOMaTUYHO KOPUTYETHCS i 9ac TPECHYBaHHS
JUTst 3a0€3MeUeHHs PIBHOMIPHOTO PO3TOILTY HABAHTAKCHHS.

FP8 TpenyBaHHs € 1ie OJHIEI0 KIHOYOBOIO iHHOBauieo DeepSeek V3.
Buxopucranns 8-0iTHOro ¢opmary 3 IJIaBalO4O0 KOMOIO 3aMICTh CTaHAAPTHOTO
FP16/BF16 no3Bosisie 3MEHIIUTH BUKOPUCTAHHS MaM'Ti Ta 30UTBIIUTH TPOIMYCKHY
3MaTHICT oOunciieHb. DeepSeek po3poOuB criemiaibHI TEXHIKA JJIs cTadiIi3aril

TpeHyBaHHs B FPS§, Bkitouatoun neranpHe MacuiTaOyBaHHS Ta 00pOOKY rpaii€HTIB.
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Qwen 3: macmradyBanust MoE

Alibaba Bumyctuna cepito Qwen 3 y kBiTHI 2025 poky, sika BKIIOYAE 5K
mitbHI, Tak 1 MoE mopem. Qwen3-30B-A3B mae 30 MiIbapaiB 3araibHUX
napameTpiB 3 3 MUIbSIpIaMH aKTUBHUX Ha TOKEH, BUKOPUCTOBYIOUHM 128 ekcnepTiB
Ha map 3 8 akTUBHUMHU. ApXiTeKTypa BkiIrodyae 48 1mapiB TpaHchopmepa Ta
Grouped-Query Attention 3 32 roioBkamu 3anuTiB Ta 4 KV-rojoBkamu.

[Tpu posropTanHi Mojieib BuMarae 30epiranns Bcix 30B mapamerpis (\~60 I'b
y FP16), mo pobuTts ii nmpuaaTHoto s cepBepiB 3 cyuyacHumu GPU, ane He s
cnoxkuBuoro ooOmagHanHsg. [lpumitHo, mo Qwen3-30B-A3B mepesepinye
nonepenHto moaenb QwQ-32B, sika mana B 10 pa3iB Oi1bllle aKTUBHUX IMapaMETPiB,
JEMOHCTPYIOUHN €(heKTUBHICTh MPABUIBLHO ClipoekToBaHO1 MOE apxiTekTypu.

Qwen3-235B-A22B € d¢narmancekoto MoE mopemmo cepii 3 235
MUTTBSIPAAMU 3arajibHUX MapaMeTpiB Ta 22 MUIbSIpJIaMU aKTUBHUX Ha TOKeH. Moienn
HIATPUMY€E KOHTEKCT 10 128K TOKeHIB Ta BUKOpPUCTOBYE 128 ekcmepriB 3 8

AKTHBHHMH HA TOKCH.

Gemma 3n: MatFormer ta Per-Layer Embeddings

Gemma 3n, Bumymniena Google na [/O 2025, mpencraBiis€ NPUHIIMIIOBO
IHIMI  miaxia A0 epexkTuBHOCTI — apxiTekrypy MatFormer (Matryoshka
Transformer), ontumizoBaHy ajis MOOUTbHUX mpucTpoiB. Ha Biaminy Binm MoE,
MatFormer MICTUTh BKJa/J€Hi, MOBHICTIO (YHKIIOHAJIbHI MIIMOAENII B paMKax
OJIHI€1 O1TBIIOI MOJENI.

Apxitektypa MatFormer peanisye Bkaaneny crpykrypy Feed-Forward
Network (FFN) B cranmapTHux mapax TpaHcpopMmepa. 3aMmicThb (PIKCOBAHOIO
npomixkaoro po3mipy FFN, MatFormer BukopucToBye iepapxiuHy opraHizailito, ae
KOXEH TIJ0JIOK MEHIIOT0 pPO3MIpy € TIOBHICTIO HABYEHOIO IKUTTE3TATHOIO
nigmepexkero. J{ns Gemma 3n E4B, nmpuxoBanuii po3mip FFN mosxe BapitoBaTucs
Bin 8192 mo 16384, mpuuomy wmonens E2B BuxkopucroBye MeHIMA po3Mip,

BKJIaJICHUH y OUIBIITY MOJIEIb.



43

Kirouororo inHoBatiero € Per-Layer Embeddings (PLE), siki 103BOJsIOTH
3HAYHY YaCTUHY MapaMeTpiB eMOEJNHTIB KEIIyBaTh OKPEMO Ta OOYMCIIOBAaTH Ha
CPU, 3zamumaroun B mam'sti npuckoptoBada (GPU/TPU) nuie ocHOBHI Baru
Tpancopmepa. Tpaauiiiiiai Tpanchopmepu BOYI0BYIOTh BCl MTApAMETPH B IIBUIKY
nam'sate mnpuckopioBada (GPU/TPU VRAM). [lns MoOIIRHUX TPHUCTPOIB 3
oomexxernm VRAM (tumoBo 4-8 I'b) me crBoproe cepito3ni oomexenus. PLE
pO3IUIAE TTapaMeTpy MOJIeJl Ha JIBI KaTeropii: OCHOBHI Baru TpaHcgopmepa, 1o
3amumarotbess B VRAM, Ta eMOequHIru Al KOXKHOIO IIapy, IO MOXYTh OyTH
3aBanTaxkeHi 3 CPU i1 yac BUKOHAHHS.

Monens Gemma 3n E2B mae 5 MuIbgpaiB 3arajibHUX IapaMeTpiB, aje
notpedye nmam'sti sk Tunosa 2B monens (\~2 I'b). E4B mae 8 minbsipaiB mapameTpin
3 e(DeKTUBHUM CHIOXKUBaHHAM ram'siTi sik 4B mozienb (\~3 I'B). e nocsiraeTbes uepes
NOTOKOBE 3aBaHTaxeHHs PLE 3 kema mij yac BUBEAEHHS: I KOXHOTO IIapy 1
3aBaHTaxyeTbecsi PLEi1 3 kema B mam'site CPU, oOYUCTIOETHCS MOKpAIICHHS
eMOEIMHTY, TIEPEIA€THCS MOKPAIEHUH BX1]T HA IIap 1 B IPUCKOPIOBAY1, BUTATSETHCS
PLE1 3 nam'siTi, mepexoauTh 10 1mapy i+1.

MatFormer 1o3Bosisie BuGHpaTH miamMoieni pisaux po3wmipis (E2B, E3B, E4B)
3 omHoro Habopy Bar Oe3 mnepeHaByaHHs. DyHkiis Mix-n-Match no3Bouisie
CTBOPIOBATM KACTOMHI MPOMIXHI MoJedl HUIsAXoM BHOOpy po3Mmipy FFN s
KOXHOTO 11apy okpeMo. Ha Biaminy Bix MoE, ne Bci ekcnieptu noTpiOHO 30epiratu

B nam'siti, MatFormer 103B0Jisi€ 3aBaHTaKyBaTH JIMIIIE HEOOX1THY YaCTUHY MOJIEIII.

Ta6nuis 2.5 — [lopiBHSIHHS BUKOPUCTAHHS MMaM'siTi Cy4acHUX Mopenet (* —
3 PLE caching)

Mopeanb Barn KV-kem 128K 3araiom GPU
DeepSeek V3 671 Tb \~20Tb \~691 I'b 9x
(MoE, FP8)
Qwen3-30B-A3B 601b \~18T'b \~78 I'b 1x
Qwen3-8B 164 T'b \~18 I'b \~34TBb \<1x
Gemma 3n E4B \~3 I'b* N/A (32K) \~-3Thb \<1x
Gemma 3n E2B \~2 I'b* N/A (32K) \~-2Tb \<1x

Tabnuns geMoHCTpye KIIIO4YOBY mpoOsiemy cydacHux LLM: mist Benukux

Moziesield JOMIHYIOUMM (DAaKTOpOM CHOXKMBAaHHS MaMm'sTi € Baru, a He KV-ker.
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HagiTe 3Haune ckopouenHs KV-kema He 3MiHIO€ BUMOT 10 KuibkocTi GPU st
DeepSeek V3. Hartomicte miaxomu sk MatFormer 3 PLE, mo 6e3nocepentnbo
aapecyIoTh MpobaeMy Bar, IEMOHCTPYIOTh peajbHE 3MEHIIIEHHS BUMOT JI0 TIaM'sITi.

VY nepioMy po3aiial MpoBeAeHO KOMIUIEKCHUM aHaIi3 METOJIIB ONMTHUMI3allii
BUKOPHCTAHHS MaM'ATi y BEJIMKUX MOBHHUX MOJETsAX. BUSABIEHO, IO OCHOBHUMH
HampsIMKaMH ONTHMI3alii €: poOoTa 3 akTuBauisiMu, ontuMizamis KV-kema Tta
3MEHIIIEHHS PO3MIpy Bar MOJIEi.

Bukopuctanns nam'sti LLM nopiiseTscs Ha TpU OCHOBHI KaTeropii: Baru
MOJIei (JIOMiHyI0oYa YacTKa JJi BeJTuKux Mojeneit), KV-kem (3pocTae 3 10BKUHOIO
KOHTEKCTY) Ta akTuBallli (BiJIHOCHO HEBEJHMKA YacTka). MaTreMaTWyHUW aHaji3
JEMOHCTpYE, 1o s Mojaene maciiraby DeepSeek V3 3 671B napamerpis, Baru
3aiimaroTh ToHan 670 I'b mam'sti y FP8, Ttomi sik KV-kemr nHaith mpu 128K
KOHTeKCcTI — Jjuuie Ommu3bko 20 I'b. lle crniBBIIHOLIEHHS € KPUTUYHUM IS
PO3yMIHHS IPIOPUTETIB ONTUMI3ALI].

BcranoBiieHo, 110 pO3PIIKEHICTh aKTHBAIIA JI03BOJIAE€ MPUIIBUAIIUTH
o0YHMCIICHHS, aje Ma€ OOME)KCHHH BIIJTUB Ha 3MEHIIICHHS CTIO’KWBAHHS ITaM'sITi 4epe3
HE3HAYHYy YaCTKy aKTHBAIll{ y 3araibHoMy 010 pkeTi mam'ari. Metoau ReL Ufication
JO3BOJISIFOTH 30UIBIIMTH PO3PIIKEHICTh aKTUBALIM MPU HE3HAYHOMY BIUIMBI Ha
AKICTh MOJIEJII.

[IpoanasnizoBaHo MMPOKHUHA CreKTp MeToaiB ontumizamii KV-kemra: Multi-
Query Attention, Grouped-Query Attention, kBanTtm3aris KV-kemra, Multi-Head
Latent Attention, mpoekitiss Huzbkoro panry (Palu), Cross-Layer Attention, KV
Cache Sharing, koMOiHyBaHHS JIOKaJIbHOI Ta T7100aMbHOT yBaru, eviction-MeToau Ta
30UTbIIEHHST WUpuHU Moneni. [lpore HaBiTh 3HauHi ontumizauii KV-kema He
BUPIIIYIOTh TpoOJjeMy 30epiraHHs Bar IJisi MOJCJIECH 3 COTHSIMH MIUIbSPAIB
napameTpiB.

PosrmsHyTo Meroaum omnTuMi3alii  Bar  MOJEJNI:  PO3PIIKEHHS  Bar,
KBaHTH3aIli10, (PaKTOPU3aIliI0 eMOSANHTIB Ta CIiJIbHE BUKOPUCTAHHS €MOCIUHTIB.

BcTranoBneHo, 110 KBaHTH3AIls € HAHOLIBII 3piauM Ta €()eKTUBHUM METOIOM JIJIst
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3MEHIIEHHS CIIOKMBAHHS ITaM'siTl, JO3BOJSIFOYM CTHCKAaTH Mojeni jo 1.58 Oita Ha
napamMeTp 0e3 CYyTTEBOI BTPATH SIKOCTI.

[TpoananizoBaHo epeKTUBHI ATOPUTMIUHI pearizaliii, Taki sk FlashAttention
ta VLLM (PagedAttention), siKi J03BOJISIIOTh 3HAYHO 3MEHIIUTH BUKOPHCTAHHS
nam'siTi Ta IPUCKOPUTH OOUYMCIICHHS 32 paXyHOK ONTHUMI3allii poOOTH 3 anapaTHUM
3a0€3MEUYCHHSIM Ta YHUKHEHHS KBaIPAaTUYHOI CKJIATHOCTI 3a TTaM'ATTIO.

Mixture-of-Experts apxitektypu, Taki sk DeepSeek V3 ta Qwen 3,
3MEHIIYIOTh OOUNCITIOBAIbHI BUTPATH YePe3 aKTUBAIIIIO JIMIIIE YACTHHU MapaMeTpiB
Ha TOKEH, ajie He BUPILIYIOTh IPOOIeMy IaM'aTi Jisl Bar — BC1 apaMeTpH MOBUHHI
30epiratucs B mam'sti. Moaens 3 671B mapamerpiB Bumarae 0araTOBY3JIOBOi
1H(PACTPYKTYpHU HE3aJIEKHO BiJl KUIBKOCTI aKTUBHUX MAapaMETPIB HA TOKEH.

[Tigxin MatFormer y Gemma 3n 3 Per-Layer Embeddings nemoHcTpye
ATPTCPHATABHY TMapajurMy — TpsIME 3MCHIIEHHS BHMOT JIO TaM'sATi dYepe3
kemryBaHHs emOenunriB Ha CPU Tta BkiazneHy cTpykrypy mojem. lle mgo3Bosie
Mozeni 3 8B mapameTpiB npaioBaTH 3 €PEKTUBHUM CIIOKUBAaHHSIM MaM'sTi sk 4B
moaens (\~3 I'B).

PesynbraTti anamilzy moka3yroThb, 110 ONTHUMI3allis Bar MOJEINl € HalOuIbIn
MEPCICKTUBHUM HATPSIMKOM IS PEATBbHOTO 3MEHIIICHHSI BUMOT JI0 mam'sTi. Xoua
icHye 6araTo meToniB onTumizamii KV-keia, 11e He € mpiopuTeTOM Il O1IBIIOCTI
PO3pOOHUKIB MOJEIel, OCKUILKM OCHOBHI MOJIEl ONTHMI3YIOThCS MJIsi XMapHHUX
CepeNoBHII, JIe 0OMEKEHHS MaM'siTi JJisl Bar MOKHA BUpIUTU aojaaBaHHsM GPU.
Jnst nemoxpatm3arniii  goctymy g0 notyxHux LLM Ta iX posropraHHs Ha
CHOXXUBYOMY 0OJIaJIHaHHI HEOOX1HI apXITEKTypHI 1HHOBAaLIi, 1[0 Oe3MocepeHbO
aZpecyroTh MpoosieMy 30epiraHHs Bar, siK 1€ JIeMOHCTpye miaxin MatFormer 3 Per-

Layer Embeddings.
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PO3JILT 3

EKCIIEPUMEHTAJIBHE JOCJ/IIKEHHS
3.1. TexHoJoriunmii crexk

JAX sIK 0CHOBA U1l eKCIIEPUMEHTIB

JAX — 6i06mioreka nns obuucnens Bin Google, sika MoeAHy€e CHHTAKCHUC
NumPy 3 moxmmuBocTsiMu Tpanchopmarnii ¢yskiii. Ha siaminy Big PyTorch, ne
oOuucioBanbHUN  rpad  Oynyerbess  auHamigyHO, JAX ~ BHUKOpPUCTOBYE
(GyHKLIOHATBHUN MIAXIA: IporpaMa OMUCYEThCS SIK KOMITO3ULIISI YUCTUX (PYHKIIH,
K1 TIOTIM KOMIIUTIOIOTHCS.

MosxsmuBocti JAX 1715t TpeHyBaHHSI HEHPOHHUX MEpExK:

ABTtomatuyHe nudepenuiroBannd. @DyHkiis grad oOYMCIIOE TpadieHTH
noBUTEHOTO TIOpsiKY. JAX nudepenuiroe yepe3 koutpodbuuii notik (if/for/while),
10 COPOILYE peai3aliio CKIATHUX apXITEKTYp.

JIT-kommusiist.  [exopatop  (@)jit  kommimoe  Python-dyskiito B
ontumizoBanuii XLA koxa. Komminarop o6'enHye onepanii, ONTUMI3y€e Mam'sTh Ta
po3minrye oOuucieHHss Ha mpuctpoi. g transformer-moneneit e gae 2-5%
PUCKOPEHHS.

Bexropuzaiiist uepesz vmap. [lepetBoproe QyHKIIIFO Aj1s1 OJTHOTO MPUKIAAY HA
OaTueBy BepCit0 aBTOMAaTUYHO.

[Tapanenizaiis yepe3 pmap. Po3noaiise 00YMCICHHsST HA KiJIbKa MPUCTPOIB
(TPU, GPU) 3 aBTOMaTHYHOIO CHHXPOHI3AITIETO.

[Tintpumka TPU. JAX pospobisiBcs pazom 3 TPU 1 mparroe 3 HUM 0€3

OJaTKOBUX 010/110TEK.

TPU v4

TPU (Tensor Processing Unit) — npuckoproBau Big Google s MaTpruaHux

onepaitiii. TPU v4 — ueTBepTe MOKOJIIHHS.
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Apxitektypa. Koxxen uin mictuth 1Ba TensorCores 3 MaTpuyHUMHU OJIOKaMHU
128x128. IIpoayktusHicth ~275 TFLOPS na yin y bfloat16. [IpomyckHa 3qaTHICTh
nam'sti 1.2 TB/s (HBM2e).

TPU v4-32. Kondirypamuis 3 32 sanep, 3'eqHanux mepexero [CI. Tomosnoris
4x4x2 3a0e3neuye MBUAKY CHHXPOHI3AIIO TPAIEHTIB.

s MoE. JlunamiuHuil pOyTHHT TOKEHIB CTBOPIOE HEPETYJSIPHI MaTepHH
noctyny 1o nam'sti. TPU o0po0uisie X 3aBIsiKi BUCOKIM MPOMYCKHIN 3aTHOCTI

HBM.

Buoip crexy

Bubip JAX + TPU:

Hoctyn. TPU Research Cloud nagae 6e3xomroBuuit noctyn 10 TPU v4 mis
JTOCJTITHULIBKUX MPOEKTIB.

[Buakicte. XLA xkomnumimiss ta apxitektypa TPU paioTe BUCOKY
yTriIi3anito ajs attention ta FFN.

Po3nmapanentoBanHa. pmap  JO3BOJISIE  peadidyBaTh  MapaienizMm 3
MIHIMaJILHUM KOIOM.

BiarBoproBaHicte. ®DyHkmionaneHuid miaxig JAX choponrye BiITBOpPEHHS

EKCIIEPUMEHTIB.

3.2. Excniepument 1: Bajiganiss MeToaiB peayKIii

Meta

[Tepmmii ekcriepuMeHT nepeBipsie kouneniito shared MoE layer na manomy
MaciTali rmepesi 3acTocyBaHHsAM 10 Qwen 3.

[NmoTte3a: SKmo pemnpe3eHTarlii Ha Pi3HUX Mapax cXoxi, oguH Habip MoE
EKCIEepTIiB MOXKe o0ciayroByBaTu Bci mapu. 3amicth 12 okpemux FFN 06iokiB
BUKOpUCcTOBYeMO oaMH shared MoE, sikuii BUKITMKAa€TbCS Ha KOKHOMY ILapi.

Sxuio shared MoE ne npaitoe Ha SOM mozeni, miaxig He MacITadyeTbCs Ha

30B.
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Baseline: Dense LLaMA 125M

J171st HOpiBHSIHHS TPEHYEMO IIITIbHA MOJIEIb:

Ta6mus 3.1 — Apxitekrypa Dense LLaMA 125M

IHapamerp 3HaueHHs
[Tapu 12
Hidden size 768
Attention heads 12
FEN intermediate 3072 (4% hidden)
Vocabulary 32,000
3aranpHi mapameTpu ~125M

Apxitexktypa LLaMA: RMSNorm, SwiGLU, RoPE, pre-norm.

APpXiTeKTypa eKcliepuMMeHTAIbLHOI MO eI

Tabnuus 3.2 — ApxitekTypa excriepuMmenTaibHoi Shared MoE moaeni

IHapamerp 3Ha4yeHHHA
[Hapu 12
Hidden size 768
Attention heads (Q) 12
KV heads (GQA) 4
Vocabulary 32,000
Embedding factor dim 128
Shared MoE
Excrieprin 16
Expert intermediate size 720
AKTHBHHUX Ha TOKEH 2

Komnonentn: RMSNorm, SwiGLU B excnieprax, RoPE.

APpXIiTeKTYypHI pillieHHS

Shared MoE Layer. Oqua MoE 610k 3 16 ekciepramu Ha Bcix 12 mapax —
agasior Universal Transformer gis FFN yactunn.

Ha xoxHOMy TIapi mMpuxoBaHHM CTaH TPOXOJAUTH uepe3 Toi camuii MoE
omok. Poytep obupae 2 3 16 excrieptis. Lle Ti cami 16 excriepTiB Ha BCixX Iapax, He
KOITii.

Exonowmist: 3amicth 12 X FFN (~56M) maemo 1 X MoE (~26.5M).

Grouped-Query Attention. 12 romiB Q mozineHo Ha 4 rpynu. Koxna rpymna

Mmae cnibHi K, V npoekiii po3mipom 192. 3menirye napametpu K, V Brpuyi.



49

dakropuzoBani cribHI emMOenuaru. Matpuist 32000x768 dhakTopU3y€eThCs:
E=UxW, ne U po3mipom 32000%128, W pozmipom 128%768. 3meniienns 3 24.6M
10 4.2M.

BuxigHa npoekIliss BAKOPUCTOBYE Ty caMy MaTpPHITIO (3B'sI3yBaHHS Bar).

Po3nogist mapamerpis

Ta6mui 3.3 — Po3noiis nmapaMeTpiB eKCeprUMEHTaIbHOT MOJIE1

KommnonenT IlapameTpu Yactka
dakTopu30BaHi eMOCTMHTH 4.2M 8.4%
Attention (12 mrapiB) 18.9M 37.8%
Shared MoE (16 ekcrieptiB) 26.5M 53.0%
Mapmpytuzarop + RMSNorm ~0.03M 0.1%
3aranom ~50M 100%
binbmwe nmonoBuau mnapamerpiB y shared MoE — BiH Mae 3aminutu 12
okpemux FFN.
TpenyBaHHA

Haracer: FineWeb-Edu — ocBiThiit koantenT 3 Common Crawl.

Kondirypamis:

Po3mip 6atuy: 512 nocmigoBHocTelt JloBxkuna: 1024 Tokenu Temn HaBYaHHS:
3e-4, kocunycHe 3aTyxaHHs 10 3e-5 Posirpie: 1000 kpokiB Ontumizarop: AdamW
(B1=0.9, B2=0.95, 3aryxanns Bar=0.1) OOmexenHs rpagienty: 1.0 O6nagHaHHS:
TPU v4-32

banancyBannsa HaBaHTtaxkeHHs. Auxiliary loss 3 koedimieatom 0.01 3a0xo0uye

pPIBHOMIpHE BUKOPUCTAHHS €KCIIEPTIB.

Pe3syabraTtn

Tabnuus 3.4 — [lopiBHSIHHS Pe3yJIbTAaTIB TPEHYBAHHS

Moaenab ITapameTpu Final loss
Dense LLaMA (baseline) 125M 3.12
Shared MoE + GQA + ¢akr. S50M 3.15
eM0.

Kpugi loss 060x mMozeneit mpakTuyHO criBnaaarTh. Pizauisg ~0.03 (menre

1%) — B Meskax Bapiarlii.
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Pucynox 3.1 — Kpusi tpenyBasibHoro loss mist Dense LLaMA ta Shared MoE
MOJeJIen

Pucynox 3.2 — Kpusi Banigauiiinoro loss mist Dense LLaMA ta Shared MoE
MozeIIen

Pucynku 3.1 Ta 3.2 1eMOHCTPYIOTh JAMHAMIKY TPEHYBaHHsS 000X Mojenei
npotsarom 12000 kpokiB. OOMIBI KpHBI MOKA3yIOTh TUIIOBY MOBEIIHKY ONTUMI3AIlii:
MIBUJIKE 3HIDKCHHS 0SS Ha TOYaTKy TPEHYBaHHS 3 IOCTYIIOBUM BUXOJOM Ha IJIaTo.
BaxnmBo Big3HauuTH, 1mo moxaenb Shared MoE 3 50M mapamerpamu nocsrae
MPAKTUYHO 1JICHTUYHUX TOKa3HUWKIB loss mopiBHAHO 3 Dense moxaemmo 3 125M

napamMeTpaMu.

AHnauni3

Pe3ynbraT miaTBEpAKy€ TINOTE3Yy: OJUH IMyJ €KCHEPTIB MOXKE 3aMIHUTH 12
okpemux FFN. Monens 3 50M napametpis (40% Bix baseline) nocsirae mopiBHSIHHOT
SKOCTI.

Excnieptu BuBuUMIM QyHKIIIT, KOPUCHI HA pI3HUX TNMOMHaX. PoyTep Ha mapi
3 1 mapi 10 Moxxe oOupaTH TUX CaMHUX EKCIEPTIB — perpe3eHTallll J0CTaTHbO

CXOXI.
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Jns Qwen 3: sxiio 16 shared excrieprip 3aminiooTh 12 dense FFN, To 6144

EKCIEPTIB y TJI00aTBbHOMY MyJIl MalOTh HAIJTUIITKOBICTb.

3.3. Excnnepument 2: kouBepraniss Qwen 3 MoE

Apxitektypa Qwen 3 30B-A3B

Qwen 3 30B-A3B — Mixture-of-Experts monens Big Alibaba 3 HacTynmaHIMEI

XapaKTCPUCTUKAMMU:

Tabmuusg 3.5 — Xapakrepuctuku Qwen 3 30B-A3B

ITapamerp 3HayeHHHA
3arajapHi MapaMeTpu 30.5B
AKTHUBHI TapaMeTpH 3.3B

KinpkicTh mapis 48
['onoBu Q / KV 32 /4 (GQA)
KinpkicTh ekcnepTinB 128
AKTHBHHX €KCIIEPTIB Ha TOKEH 8
Po3mip KoHTEKCTY 32K (131K 3 YaRN)
TpeHyBaJIbHI TOKCHH 36T

Apxitektypa BukopuctoBye: GQA mnsa edpextuBHoro KV-kema, SwiGLU
axktuBaliro, RoPE nosumniiine xoxyBanus, RMSNorm 3 gk-HopMmarizariiero, global-
0artu load balancing loss my1s ctabuieHOTO TpeHyBanHst MoE.

Ha Bigminy Bix nonepennix Qwen MoE moneneit, Qwen 3 He BUKOPUCTOBYE
shared experts — Bci 128 ekcrepTiB creniaaizoBani. MapiipyTtuzaTop BUOHpae top-

8 eKcrepTiB Il KOXKHOIO TOKeHa Ha OCHOBI softmax scores.

Ines1 konBepTamii

CranpaptHa MoE apxiTekTypa mMae OKpeMHUid IMyJl €KCHEPTIB Ha KOKHOMY
mapi: 48 mapiB x 128 ekcnepriB = 6144 FFN-Omoku. PoyTtep koxHOTrO miapy
BuOUpae nuie 31 «cBoix» 128 excnepri. Ile oOMmexeHHs: ekcriepT 3 mapy 15
HEJOCTYIHUMN AJI TOKeHa, KUl moTpedye came ioro Ha mapi 30.

Ines konBepTauii: 06'eqnat Bci FFN-ekcneptu B €equHuil myn 1 TpeHyBaTH
HOBUH TTI00AILHUN pOyTEp, AKUI BUOHpae 3 ycix 6144 excriepTiB HE3alekKHO Bl iX
OpUTIHAIBHOTO Mmapy. Attention-mapu 3aduIIalOThCA 0e3 3MiH — 48 OKpeMux

apiB 31 CBOIMU Baramu.
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OpurinaabHa apxiTekrypa:

CraupapTHa MoE apxiTekTypa Qwen 3

KoxeH wap mae isonsosaHuid nyn: Router_i snbupae mawe 3 Expert_{i,1}...Expert_{i,128}

[ Attention (48 okpemix) [ Router (48 okpemunx) [ ExcnepTu (48x128 = 6144)

Pucynox 3.3 — Crangaptaa MoE apxitexkrypa Qwen 3

KonseproBaHna apxirekrypa:

KoHBepToBaHa apxiTekTypa 3 rno6ansHum nynom

Attention

Global Pool
Global 6144 ekcnepTis

Router (= ycix wapis)

Attention

Opguv poyTep Bunbupac 3 ycix 6144 excnepTia Ha KoxHoMy Wwapi
[ Attention (48 okpemnx) B Global Router (1 cninbHuit) 3 Global Pool (6144 —+ 600-1200)
Pucynok 3.4 — ApxitekTypa 3 r100aJbHUM ITyJIOM €KCIEPTIB
IlepeBaru migxoay

binemmit BuGip. Poyrep BubOupae 3 6144 excneptiB 3amicts 128. Bumia

UMOBIPHICTh 3HAUTH ONTUMAJIBHOTO €KCIIepTa Jisi KOHKPETHOTO TOKEHA.
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[lepeBUKOpUCTAaHHSI €KCHEPTIB. SIKIIO eKCrnepT KOPUCHUM Ha PI3HUX
«raubuHax» o0poOKu, BIH MOXke OyTH 0OpaHMil Ha KIJIbKOX Imapax. I{e nabnmkae
apxitektypy 1o Universal Transformer.

Busisnenns HapiumkoBocTi. [licias TpeHyBaHHSI poyTepa CTae OYEBUHUM,
K1 €KCIIePTH HIKOJIM HE OOMPaIOThcs — X MOXKHA BUAATUTH uyepe3 REAP.

3MeHIeHHsT 3aranbHux mnapamerpiB. Skmo 50% ekcrnepTiB BUABIATHCA
HEMoTpIOHUMH, Mojenb 3MeHIyeTbes 3 30B no ~15B npu 36epexenni 3.3B

AKTHUBHUX.

Mexanizm poyTHHIY

3amicTe softmax, AKui «po3masye» HMOBIpHOCTI Ha 6144 ekcnepris,
BUKOpHUCTOBYeMO sigmoid — sik y DeepSeek V3:

Sigmoid Ha KoxeH ekcnepT HezalnexHo: a. = 6(W. - x) — score Big 0 1o 1.
Top-k BuOip: 8 excriepTiB 3 HallBUIIUMU scores. Hopmanizaiist cepen 00paHux: g. =
a. / Xa.' st €' 3 top-k.

Sigmoid Bupinrye mnpoOiemMy TpaJl€HTIB: KOXEH EKCHEepT OIL[IHIOEThCA

HEe3aJIe)KHO, HEMA€ «po3Ma3yBaHHD» sIK y softmax Ha 6144 kiacis.

TeopernuHe 00IPYHTYBAHHS

CranpmaptHa 1HTeprpeTailis transformer sk MOCHIIOBHOCTI HE3AJICKHUX
miapiB € CHpolleHHAM. ToyHima MoAeNb — 3aJMIIKOBUN MOTIK: Oe3nepepBHUI
NOTIK 1H(pOpMaIlii, 10 SKOro KOXKeH KOMIOHEHT (attention, FFN) nomae cBiii BHECOK.
MartemaTtu4HO: X, = Xo + X Aj ansa 1 Bix 1 10 n-1, 1e Ai — BHECOK i-ro mapy.
[IpuxoBanuii ctaH Ha OyJb-AKif TIMOMHI MICTUTH OPUTIHAIBHUI CHUTHAN TUTHOC
HAKOIMWYEH1 KOPEKIIii.

3 UpOro BUIUIMBAE: PEMpE3CHTAIlll HAa PI3HUX IIapax HE € MPUHIHUIIOBO
p13HUMU 00'eKTaMu. BOHU KUBYTH y CIIJIBHOMY BEKTOPHOMY MPOCTOPI, KOXKEH IIap
auie yTouyHroe nosuiito. Cosine similarity Mix cycigHiMu mapamu Bucoka (0.8-
0.95), a logit lens moka3ye, 0 MPOMIXKHI pEempe3eHTallii MOXKHA JEKOAYBaTH B

TOKEHH Ha Oyb-SKii TTTNOMHI.
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Hns FFN-excneprtiB 1ie o3Hauae: ekcnepT — ¢yHkiia i R4 — R gxa
npuiiMae HOpPMaji30BaHUN IIPUXOBAHUM CTaH 1 IOBEPTAE KOPEKIlI. SIKIIo
MPUXOBAHWI CTaHS HA PI3HUX IMIapax CXOX1 3a CTPYKTYporo, ekcrepT 3 mapy 40
MOX€e BUJIaBaTH KOPUCHI KOpekKIlii 1 Ha miapi 10.

Universal Transformer meMoHCTpye 11e: OAWH OJIOK 3aCTOCOBYETHCS
peKypcuBHO 10 penpeseHTarii pizHoi rmouan. MoEUT mnokasye, mo MoE-
excrepTH y shared-layer apxiTekTypi HEpEeBUKOPUCTOBYIOTHCS — T1 CaMi €KCIIEPTH

KOPHCHI Ha Pi3HUX ITEPALifX.

Yomy ouikyemo 80-90% HaIMIIKOBOCTI

Cranpaptauii REAP Bunasnse 20-50% excniepTiB 0€3 CyTTEBOI BTpaTH SKOCTI.
AJle TaM eKCIIepTH KOHKYPYIOTh JIMIIIE BCEPEAUHI CBOTO MIapy: 8 aKTUBHUX 3 128
noctynHux. Koxken map — 1301b0BaHU MyJI.

VY nHamnii apxitektypi 6144 excrnepTH KOHKYpPYIOTh TJ00albHO 32 KOXKHY
aktuBailito. Excrniept, sikuii BukoHyBaB (yHKIi0 X Ha mapi 15, Tenep KOHKypye 3
eKcrepTamMu, 10 BUKOHYBaM (yHKIi0 X Ha mapax 1-48. fAxkmo ¢yskmis X
yHIBepcaibHa, OJUH HAKpaIIUi eKCIIepT MOXKe 3aMIHUTH 48 CXOXKHX.

Hocmimxennss MoE Mozenei moka3yoTh 3HaUHY KOPEJISLII0 MK eKCliepTaMu
pI3HMX IIapIB: BOHU aKTHBYIOTHCS HA CXOXKHMX MaTE€pHaX, BUJAIOTh CXO0K1 BUXOJH.
[1in gyac monepeAHHLOTO TPEHYBAHHS IPaIiIEHTH GOPMYIOTh CX0XK1 PYHKITT HA PIZHUX
mapax, 00 3aj1aya 0JJHaKoOBa.

Kpim Toro, 128 excrnepTiB Ha map — MITy4HE OOMEKEHHS JJis 3PYyYHOCTI
napajenizaimii, a He ONTHUMalbHa apxitektypa. DeepSeek Ta iHmi pobotn
MOKa3yl0Th, 110 MOJEIb MOXE JOCSIITH Ti€i K €MHOCTI MEHIIOK KIJIbKICTIO
CIeITiaTi30BaHUX EKCIIEPTIB.

['inoTe3a: mpu rnobanbHIM KoHKypeHIlii 80-90% ekcnepTiB abo 1y0Ir0I0ThH
GbyHKIT 1HIIMX, a00 HE KPUTHUYHI JJis SKOCTi. PoyTep cKoHIEeHTpyeThbest Ha 600-

1200 naiikopucHimux 3 6144.
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IIlo ouikyeMo crocTepiraTu

[Ticnst TpeHyBaHHS poyTepa O4iKyeMO MOOAYUTH XapaKTepHI aTepHU:

VYHiBepcanpHi ekcrieptu. HeBenuka rpymna ekcnepriB, sIKi aKTUBYIOTHCS Ha
0araTthoX Iapax Jijis pi3HUX BXOIIB.

CrnemnianizoBaHi ekcriepTu. ExcriepTy, siki akTUBYIOTBCS PIJIKO, ajie KpUTUYHI
TSt ciendigHuX 3a1a4 (Ko, MaTeMaTHKa, TIEBHI MOBH).

MepTBi ekcriepTu. 3HauHa YacTHHA €KCIIEPTIB 3 Mailke HyIbOBOIO YaCTOTOIO
aKTUBAIll — KaHIWIATH HA BUJAICHHSL.

Knacrepuzauist no ¢yHkmisx. EkcnepTd, 110 BUKOHYIOTh CXOX1 (DYHKIIIT
(He3aJIeKHO BiJl OPUTIHAIBHOTO MIapy), MATUMYTh CXOK1 TATEPHU aKTUBAIII].

Po3noniyi  BaXXJIMBOCTI OYIKYEMO AaCUMETPUYHUM: HEBEJIMKA KUIbKICTh
EKCIIEPTIB 3 BHCOKOK BaXKIIMBICTIO, JIOBFMH XBICT 3 HM3BKOIO. lle TumoBo s

HaJJINITKOBHUX CHUCTCM.

TpenyBanHus ri100aj1bHOTr0 poyrepa

Etan 1: Huctwmsmis. ['noGanbHuil poyTep 1HIMIAMIBYETHCS BHUMAJAKOBO.
TpenyemMo Horo iMmityBatu opuriHanbHi 48 poyrepiB uepe3 KL-divergence Ha
BIJIMOBIHUX 3pi3ax:

L distill = X KL(o(Ri(x)) || o(G(x)[1281:128(1+1)])) mansa 1 Bix 1 mo 48

ne Ri — opurinansuuit poyrep mapy i, G — riobansHuil poytep. Kinbka
TUCSIY KPOKIB JIOCTaTHHO — II€ JIMIIE MOYATKOBA 1HIIIai3allisl, 100 MOJENb HE
pO3BaMIIACh BiJl BUIIAKOBOTO BHOODY.

Etan 2: TpenyBanus Ha LM loss. Baru ekcreptiB Ta attention 3amMopoxeHi,
TPEHYETHCS JIMIIIE POYTEP Ha IependadeHHsT HACTYITHOTO TOKeHa. PoyTep oTpumye
TpaJIEHTH BiJ peanbHOI 3a7adl 1 MOYKE BHUSBHUTH, IO KCIEPTH 3 1HIIUX IIapiB

KOPHCHI.

Koundgirypauis:
Hatacet: FineWeb-Edu Po3mip Gatuy: 64, nopxkuHa nociigoBHOCTI: 2048

Temmn HaB4yanHus: 1e-4 3 po3irpiB Ob6nagnanns: TPU v4-32
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Metox REAP

REAP (Mapmpytuzatop-weighted Expert Activation Pruning) — wmerton
BunaneHHs exkcneptiB st MoE moneneii (Lasby et al., 2025). Inest: Bumansatu
eKCIIEPTiB 3 HAMMEHIITUM BHECKOM, a HEe 00'€THyBaTH iX.

Yomy BumaneHHs kparie 3a 00'eqHanHa? [Ipu o0'eqHaHH] €KCIIEPTIB poyTep
BTpayvac He3aJeKHUH KOHTPOJIb Ha/T HUMU. SIKITI0 pOoyTep BUAAE Pi3HI Bard JJIs TBOX
TOKEHiB, 00'€JHAHUI €KCTIEPT HE MOK€ BIITBOPHUTH ITI0 PI3HHINO. MaTeMaTH9HO:
SKIIO TIOJTITUKA POyTepa 3aJICKUTh BiJl BXOY 1 €KCIIEPTH HE 1ICHTHYHI, 00'€ THAHHS
3aBXIM BHOCHUTH TIOMUJIKY.

[Ipn Bupanenni poytep 30epira€ KOHTPOJIb HaJ €KCIepTaMu, IO
3amuuminch. [lomuiika mMacmTaOyeTbcsi 3 Baror0 BHJIAJIEHUX E€KCIEPTIB — YUM

piaiie iX BUKOPUCTOBYBAJIM, TUM MEHIIIA BTpaTa.

3acrocyBanns REAP
[Ticnst TpeHyBaHHS poyTepa 0arato €KCIepTiB MAaTUMYTh HU3BKY BaXJIUBICTh
— iX p1IKO BUOHMpPaIOTh, a00 BOHM MarOTh MaJuii BIIMB Ha BUXiJl. REAP Bunanse

TaKUX EKCIEPTIB.

Oninka BasKJIHUBOCTI:
Se = E[ge(X) - [[fe(X)||2] st X 3 po3noainy D
1e g.(X) — HopMaJii30BaHa Bara poyrepa, f.(x) — Buxij ekcrepra.
OuikyBaHHS: IpU [100aNbHIA KOHKYpeHlii 6144 excnepTiB BUSBUTHCS
3HAYHA HAJIUIIKOBICTb.
Imote3a: 80-90% excriepTiB MokHa Buaamutu (6144 — 600-1200),

30epiraroum SKiCThb.

Kongirypauis ekcnepumMeHTy
Bximna monens: Qwen 3 30B-A3B
48 attention mapiB (30epirarotecsi) 6144 FFN excrieptu (00'€THYIOThCS B

nyn) ['moGanbHmii poyTep (TpeHYETHCS )
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HisboBi MeTpuKu:
Bunanennss 80-90% ekcneprtiB (6144 — 600-1200) 36epexenns >90%
AKOCTI Ha OeHuMmapkax (koia, Maremarnka) 3MeHmeHHs mam'sti: 30B — 5-8B

napaMeTpiB

Eranu:
Kongeprariis apxitektypu (o0'emHaHHS Myly ekcrneptTiB) JucTumisis
poytepa TpenyBanusi poyrepa 3 LM loss 30ip cratuctuku BaxnuBocTi REAP

pruning (80-90% excmepti) @aifHTIOHIHT poyTepa OriHka Ha OeHUMapKax

Pesyabratu

Ha momenT HanucanHsi poOOTH eKcrepuMeHT 3 koHBepTaiii Qwen 3 30B-
A3B 3HaxoauThcsi Ha ertarni BukoHaHHS. [Iporec o00'eqHaHHS EKCIEPTIB Y
rnobanbHuit  mmyn Ta nopanbluuid  REAP  pruning mnorpeOye  3HauHHMX
o0uuCTIOBANILHUX pecypciB. OcTaTouHi pe3yibTaTu OyayTh MPEACTaBICHI IMij Yac

3aXUCTy pOOOTH.

3.4. BucHOBKH 10 po3aiLy
ExcnepumeHTanbHe JOCHIKEHHS BKJIIOYAE JBa MIAXOAW A0 PEeayKIii
napameTpiB, MoOy0BaH1 Ha CHUIBbHIN 11e1 — mepeBukopuctanusi MoE exkcriepTiB

MIDXK ILIapaMHu.

Pe3yibTaT nepmoro eKCnepuMeHTy

ExcnepuMent Ha maniomy Macmta6i (S0M nmapameTpiB) MmiATBEPAUB TIIOTEY:
onuH shared MoE layer 3amintoe 12 okpemux FFN 610kiB. Monens gocsria sikocTi
nritbHOI LLaMA 125M nipu 2.5X MeHII# KiJTbKOCT1 TapaMeTpiB.

BucHoBOK: penpe3eHTallii Ha pi3HUX MNIMOMHAX TOCTaTHHO CXOXKI1, 0O OJIUH

HaO1p eKcrepTiB 0OCITYTrOBYBaB yCi IIapHu.

JM3alH APYroro eKCnepumMeHTy

Hpyruii ekcriepumenTt Maciitalye miaxin Ha Qwen 3 30B-A3B:
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OOG'eqnanns 6144 excneprtiB (48 mapi X 128) y rinobanbHUN My
TpenyBanns rnmobdansHoro poyTtepa Ha sigmoid (sax y DeepSeek V3) REAP pruning
JUTSI BUAQJICHHS HAJIJTUIITIKOBUX €KCIIEPTIB

[Ipu rnobanbHii KOHKYpeHIlT ouikyemo 80-90% HaAIMIIKOBOCTI — Oiblile

Hik 20-50% y crangaptHomy REAP.

IlopiBHAHHSA eKCIIEPUMEHTIB

Tabmurs 3.6 — [lopiBHSAHHS €KCIIEPUMEHTIB

Acnekr Excnepumenr 1 Excnepumenrt 2
Macmitab 50M napameTpiB 30B — 5-8B
ITiaxin TpenyBaHHs 3 HyJIs Kongeprariist Mmozeni
Excneptn 16 shared 6144 — 600-1200
Poyrep TpeHnyeTbest 3 MOJIECIUTIO TpeHnyeTbcst OKkpemMo
Merta Bauninanist koHenii Kommpecist mozeni

[Tepmmii ekciepuMeHT — nepeBipka, 1mo shared experts mpaiiorots. Apyruit

— 3aCTOCYBAHHS JIJIsl KOMITPECIi BEJTMKOI MOJEJIL.

OuikyBaHi pe3yJbTaTH Ta PU3UKH
OnTtumictnanuii crieHapiii. 80-90% excrnepTiB BUZANSIOTHCS, Moieib 30B —
5-8B 1pu 36epesxenni >90% saKocCTi.

KoncepBaruBauii cuienapiid. 50-70% excnepTiB BUAAISIOTHCSA, MOAETH ~12-

15B.

Puszukn:

Konanc poyTtunry — KOHIEHTpaIlisi Ha MaJiiid KiJIbKOCTI eKkcrnepTiB Brpara
piakicHux (QyHKIIH (MaTeMaTUKa, PIAKICHI MOBH) MpPH arpecCMBHOMY pruning

[ToBinpHIIIUE poyTep Ha 6144 ekcniepTiB MOPIBHIHO 3 48 JIOKaTbHUX Ha 128

Iporuais:
banancyBaHHS HaBaHTa)KeHHs MijJ 4yac TpeHyBaHHs I[loctynmoBuil pruning
(couatky 50%, motim 10 80-90%) Or1rinka Ha pi3HUX OCHUMApKaxX Mepes KOKHUM

c¢TariomMm

MeTtom0J10ris1 APYrOro eKcrnepumMeHTy
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Eranu:

Konpepraiiis — o00'eqHaHHsS MyJly eKCIEpTiB, IHIIIami3allis poyTepa.
Juctunsuis — poyTep imiTye 48 opurinansHux uepes KL-divergence. TpeHnyBanHs
— pOyTep ONTUMI3Y€EThCS HA TepedaueHHsl TOKeH1B. 301p CTaTUCTUKU — OIIHKA
BaxumBocTi ekcriepTiB. REAP pruning — Bumanenns 80-90% excrepTis.

@aifHTIOHIHT — ajanTaiis mcis pruning. OliHKa — TecTyBaHHS Ha OEHUMapKax.
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BUCHOBKHA

VY xBamidikamiiHid poOOTI JOCTIHKEHO MPoOIeMy peayKIlii MmapaMmeTpiB
BEJIMKUX MOBHUX MOJIeJIeH JyIsl HAOJIM>KEHHS IepeJOBUX MOJIeNIEH JO MOXKIMBOCTEN
CHOKHUBYOTO 00s1aHaHHs. OCHOBHI pe3yJibTaTh POOOTH:

1. IIpoaHanizoBaHO Cy4yacHU CTaH METOJIB ONTUMI3AIl] MaM'sITl Y BETHKUX
MOBHHUX MOJIesX. BusiBieHo, 110 OCHOBHMMH HampsiMKamu €: onrtuMizariis KV-
kema (MQA, GQA, MLA), xBantuzaiisi Bar, ¢akrtopuzaiis eMOEIUHTIB Ta
apxitektypu Mixture-of-Experts. Bcranoieno, mo uis Mojened Macmrady
DeepSeek V3 3 671B napametpiB Baru 3aiimaroTh nonaj 670 I'b mam'sti y FPS8, mio
€ IOMIHYI0YUM (haKTOPOM.

2. OOrpyHTOBaHO TEOPETHUYHY MOXJIMBICTh MepeBUKOpUCTaHHA MOoOE
EKCTEPTIB MK IIapaMyd Ha OCHOBI KOHIICMIII 3aIUIIKOBUM TOTIK. ITokazaHo, 110
penpe3eHTalli Ha Pi3HUX LIapax >KUBYTh Y CIUJIBHOMY BEKTOPHOMY IIPOCTOpi 3
BHCOKOIO KocuHYyCHa mo1ioHicTh (0.8-0.95).

3. Po3po6iieHo Ta ekcriepuMeHTanbHO BajigmoBaHno metona shared MoE layer.
Mognenb 3 50M mapametpiB nocsria sskocTi miibHoi LLaMA 125M (¢inansHuii loss
3.15 vs 3.12), miarBepauBiy MOKIHUBICTH 3aMiHu 12 okpemux FFN 6s0kiB ogHuM
HabopoMm 3 16 ekcnepris.

4. 3ampomnoHOBaHO METOJ0JIOTIK0 KOHBepTalii icHyrouux MoE wmonenei
(Qwen 3 30B-A3B) msixom o0'ennanas 6144 ekcrepTiB y T00albHUN myn 3
HacTynHUM 3actocyBaHHSIM REAP pruning. Ilpum rioOanbHId KOHKYpeHIi
ouikyeTbes peaykiris 80-90% excriepTis.

5. OdikyBaHe TIpaKTUYHE 3HAYCHHS: 3MEHIIICHH BUMOT 110 mtaM'sati 3 30B 1o
5-8B mapametpiB npu 30epexenHi >90% SKOCTI, 1[0 pOOUTh MOJIENb JOCTYITHOIO
JUTSl pO3TOpTaHHA Ha criokuBYomy obnagHanHi (32 I'b VRAM).

[Tomanmpmii  HampSMKH ~ JTOCHIJDKEHHS BKJIFOYAIOTh. EKCIICPUMEHTAILHY
Bepu(DIKaIlil0 JAPYroro eKCIEepUMEHTY; JOCTIHPKCHHS BIUIMBY Ha crenudivdHi

JOMEeHM (MareMarTuka, KOJ); ajamnTaiilo MeToay sl iHmuxX MOE apXxiTexTyp

(DeepSeek V3, Kimi K2).



61

CIIMCOK BUKOPUCTAHUX JIZKEPEJI

1. Vaswani A. et al. Attention is All You Need. Advances in Neural Information
Processing  Systems. 2017. Vol. 30. P. 5998-6008. URL.:
https://arxiv.org/abs/1706.03762

2. Kaplan J. et al. Scaling Laws for Neural Language Models. arXiv. 2020.
arXiv:2001.08361. URL.: https://arxiv.org/abs/2001.08361

3. Hoffmann J. et al. TpenyBanus Compute-Optimal Large Language Models.
arXiv. 2022. arXiv:2203.15556. URL.: https://arxiv.org/abs/2203.15556

4. Allen-Zhu Z., Li Y. Physics of Language Models. arXiv. 2024. arXiv:2407.20311.
URL.: https://arxiv.org/abs/2407.20311

5. Shazeer N. et al. Outrageously Large Neural Networks: The Sparsely-Gated
Mixture-of-Experts Layer. ICLR. 2017. URL:
https://arxiv.org/abs/1701.06538

6. DeepSeek-Al. DeepSeek-V3 Technical Report. arXiv. 2024. arXiv:2412.19437.
URL.: https://arxiv.org/abs/2412.19437

7. Moonshot Al.  Kimi K2  Technical Report. 2025. URL:
https://github.com/MoonshotAl/Kimi-K2

8. Qwen Team. Qwen3 Technical Report. arXiv. 2025. arXiv:2505.09388. URL.:
https://arxiv.org/abs/2505.09388

9. Dehghani M. et al. Universal Transformers. ICLR. 2019. URL.:
https://arxiv.org/abs/1807.03819

10. Csordas R., Irie K., Schmidhuber J. MoEUT: Mixture-of-Experts Universal
Transformers. arXiv. 2024. arXiv:2405.16039. URL.:
https://arxiv.org/abs/2405.16039

11. Lasby S. et al. REAP the Experts: Why Pruning Prevails for One-Shot MoE
Compression. arXiv. 2025. arXiv:2510.13999. URL.:
https://arxiv.org/abs/2510.13999



12.

13.

62
Elhage N. et al. A Mathematical Framework for Transformer Circuits.

Anthropic. 2021. URL.: https://transformer-
circuits.pub/2021/framework/index.html
Geva M. et al. Transformer Feed-Forward Layers Build Predictions by
Promoting Concepts in the Vocabulary Space. EMNLP. 2022. URL.:
https://arxiv.org/abs/2203.14680

14. Shazeer N. Fast Transformer Decoding: One Write-Head is All You Need. arXiv.

15

16.

17.

18.

19.

20.

21.

22.

23.

2019. arXiv:1911.02150. URL.: https://arxiv.org/abs/1911.02150

Ainslie J. et al. GQA: TpenyBanns Generalized Multi-Query Transformer
Models from Multi-Head Checkpoints. EMNLP. 2023. URL:
https://arxiv.org/abs/2305.13245

Dao T. et al. FlashAttention: Fast and Memory-Efficient Exact Attention with
IO-Awareness. NeurlPS. 2022. URL.: https://arxiv.org/abs/2205.14135

Kwon W. et al. Efficient Memory Management for Large Language Model
Serving with PagedAttention. SOSP. 2023. URL.:
https://arxiv.org/abs/2309.06180

Frantar E. et al. GPTQ: Accurate Post-TpenyBannst Quantization for Generative
Pre-trained Transformers. ICLR. 2023. URL:
https://arxiv.org/abs/2210.17323

Dettmers T. et al. LLM.Int8(): 8-bit Matrix Multiplication for Transformers at
Scale. NeurlPS. 2022. URL.: https://arxiv.org/abs/2208.07339

Lan Z. et al. ALBERT: A Lite BERT for Self-supervised Learning of Language
Representations. ICLR. 2020. URL.: https://arxiv.org/abs/1909.11942

Frostig R. et al. Compiling machine learning programs via high-level tracing.
MLSys. 2018. URL.: https://mlsys.org/Conferences/2019/doc/2018/146.pdf

Bondarenko A. et al. One Wide Feedforward is All You Need. arXiv. 2023.
arXiv:2309.01826. URL.: https://arxiv.org/abs/2309.01826

Ma S. et al. The Era of 1-bit LLMSs: All Large Language Models are in 1.58 Bits.
arXiv. 2024. arXiv:2402.17764. URL.: https://arxiv.org/abs/2402.17764



63
24. Mirzadeh I. et al. ReLU Strikes Back: Exploiting Activation Sparsity in Large

Language Models. arXiv. 2023. arXiv:2310.04564. URL.:
https://arxiv.org/abs/2310.04564

25. Frantar E., Alistarh D. SparseGPT: Massive Language Models Can Be
Accurately Pruned in One-Shot. arXiv. 2023. arXiv:2301.00774. URL.:
https://arxiv.org/abs/2301.00774

26. Gromov A. et al. The Unreasonable Ineffectiveness of the Deeper Layers. arXiv.
2024. arXiv:2403.17887. URL.: https://arxiv.org/abs/2403.17887

27. Su J. et al. RoFormer: Enhanced Transformer with Rotary Position Embedding.
arXiv. 2021. arXiv:2104.09864. URL.: https://arxiv.org/abs/2104.09864

28. Radford A. et al. Language Models are Unsupervised Multitask Learners.
OpenAl. 2019. URL.: https://cdn.openai.com/better-language-
models/language_models_are_unsupervised _multitask learners.pdf

29. OpenAl. GPT-4 Technical Report. arXiv. 2023. arXiv:2303.08774. URL.:
https://arxiv.org/abs/2303.08774

30. Gemma Team. Gemma 2: Improving Open Language Models at a Practical Size.
arXiv. 2024. arXiv:2408.00118. URL.: https://arxiv.org/abs/2408.00118

31. Wang H. et al. DeepNet: Scaling Transformers to 1,000 Layers. arXiv. 2022,
arXiv:2203.00555. URL.: https://arxiv.org/abs/2203.00555

32. Character.Al. Optimizing Al Indepenc at Character.Al. 2024. URL:
https://research.character.ai/optimizing-iagepenc/

33. Pope R. et al. Efficiently Scaling Transformer Iadepenc. arXiv. 2022.
arXiv:2211.05102. URL.: https://arxiv.org/abs/2211.05102

34. Rabe M. N., Staats C. Self-attention Does Not Need O(n?) Memory. arXiv. 2021.
arXiv:2112.05682. URL.: https://arxiv.org/abs/2112.05682

35. Liu Z. et al. MobileLLM: Optimizing Sub-billion Parameter Language Models
for On-Device Use Cases. arXiv. 2024. arXiv:2402.14905. URL:
https://arxiv.org/abs/2402.14905



36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

64
Muralidharan S. et al. LLM Pruning and Distillation in Practice: The Minitron

Approach. arXiv. 2024. arXiv:2408.11796. URL.:
https://arxiv.org/abs/2408.11796

Chang J. et al. Palu: Compressing KV-Cache with Low-Rank Projection. arXiv.
2024. arXiv:2407.21118. URL.: https://arxiv.org/abs/2407.21118

Brandon W. et al. Reducing Transformer Key-Value Cache Size with Cross-
Layer Attention. arXiv. 2024. arXiv:2405.12981. URL.:
https://arxiv.org/abs/2405.12981

Dettmers T. et al. Intriguing Properties of Quantization at Scale. arXiv. 2023.
arXiv:2305.19268. URL.: https://arxiv.org/abs/2305.19268

Hooper C. et al. KVQuant: Towards 10 Million Context Length LLM Iundepenc
with KV Cache Quantization. arXiv. 2024. arXiv:2401.18079. URL.:
https://arxiv.org/abs/2401.18079

Llama Team. The Llama 3 Herd of Models. arXiv. 2024. arXiv:2407.21783.
URL.: https://arxiv.org/abs/2407.21783

Penedo G. et al. FineWeb: decanting the web for the finest text data at scale.
2024.  URL: https://huggingface.co/spaces/HuggingFaceFW/blogpost-
fineweb-v1

Jouppi N. et al. TPU v4: An Optically Reconfigurable Supercomputer for
Machine Learning with Hardware Support for Embeddings. arXiv. 2023.
arXiv:2304.01433. URL.: https://arxiv.org/abs/2304.01433

Kingma D. P., Ba J. Adam: A Method for Stochastic Optimization. arXiv. 2014.
arXiv:1412.6980. URL.: https://arxiv.org/abs/1412.6980

DeepSeek-Al. DeepSeek-V2: A Strong, Economical, and Efficient Mixture-of-
Experts Language Model. arXiv. 2024. arXiv:2405.04434. URL:
https://arxiv.org/abs/2405.04434

Wang L. et al. Auxiliary-Loss-Free Load Balancing Strategy for Mixture-of-
Experts. arXiv. 2024. arXiv:2408.15664. URL:
https://arxiv.org/abs/2408.15664



65
47. Devvrit F. et al. MatFormer: Nested Transformer for Elastic Indepenc. arXiv.

2023. arXiv:2310.07707. URL.: https://arxiv.org/abs/2310.07707

48. Google DeepMind. Gemma 3n Technical Report. 2025. URL:
https://developers.googleblog.com/en/introducing-gemma-3n/

49.Yang B. et al. RoPE to NoPE and Back Again: A New Hybrid Attention Strategy.
arXiv. 2025. arXiv:2501.18795. URL.: https://arxiv.org/abs/2501.18795

50. Men X. et al. ShortGPT: Layers in Large Language Models are More Redundant
Than  You  Expect. arXiv. 2024. arXiv:2403.03853. URL.:
https://arxiv.org/abs/2403.03853



