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АНОТАЦІЯ 

Мудрак П.Р. Система підтримки прийняття рішень для ремонту 

комп'ютерної техніки. Спеціальність 122 «Комп'ютерні науки». Освітня 

програма Інформаційні технології. Донецький національний університет імені 

Василя Стуса, Вінниця, 2025. 

Магістерська робота присвячена розробці інтелектуальної системи 

підтримки прийняття рішень для автоматизованої діагностики несправностей 

комп'ютерної техніки на основі методів машинного навчання. У дослідженні 

використано ансамблевий метод Random Forest для класифікації технічних 

несправностей, проектування багаторівневої архітектури програмного 

забезпечення та технології об'єктно-орієнтованого програмування. Проведено 

тестування системи на навчальній вибірці обсягом 2000 записів з використанням 

стратифікованого розділення, що дозволило досягти точності класифікації 87-

92%. Основними інструментами розробки стали Python 3.12, PyQt6, scikit-learn, 

SQLite, matplotlib, ReportLab. 

Робота складається зі вступу, чотирьох розділів, висновків та додатків. У 

першому розділі досліджено теоретичні основи систем підтримки прийняття 

рішень та проаналізовано предметну область діагностики комп'ютерної техніки 

з виявленням 48 унікальних симптомів та 26 класів несправностей. У другому 

розділі представлено проектування трирівневої архітектури системи, структури 

бази даних та моделі машинного навчання з оптимізованими гіперпараметрами. 

У третьому розділі викладено результати практичної реалізації системи з 

використанням модульного підходу та створення графічного інтерфейсу 

користувача з чотирма функціональними віджетами. У четвертому розділі 

наведено результати тестування системи та аналіз її продуктивності. 

Магістерська робота складається зі вступу, 4 розділів, висновків, списку 

літератури з 64 джерел, 10 рисунків, 5 таблиць та 1 додатку. Загальний обсяг 

роботи становить 149 сторінок. 
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ABSTRACT 

Mudrak P.R. Decision support system for computer hardware repair. Speciality 

122 ‘Computer Science’. Educational programme Information Technology. Vasyl Stus 

Donetsk National University, Vinnytsia, 2025. 

The master's thesis is devoted to the development of an intelligent decision 

support system for automated diagnosis of computer hardware malfunctions based on 

machine learning methods. The study uses the Random Forest ensemble method for 

classifying technical faults, designing a multi-level software architecture, and object-

oriented programming technology. The system was tested on a training sample of 2,000 

records using stratified partitioning, which allowed for a classification accuracy of 87-

92%. The main development tools were Python 3.12, PyQt6, scikit-learn, SQLite, 

matplotlib, and ReportLab. 

The work consists of an introduction, four chapters, conclusions, and 

appendices. The first chapter explores the theoretical foundations of decision support 

systems and analyses the subject area of computer diagnostics, identifying 48 unique 

symptoms and 26 classes of malfunctions. The second chapter presents the design of a 

three-level system architecture, database structure, and machine learning model with 

optimised hyperparameters. The third chapter presents the results of the practical 

implementation of the system using a modular approach and the creation of a graphical 

user interface with four functional widgets. The fourth chapter presents the results of 

system testing and analysis of its performance. 

The master's thesis consists of an introduction, 4 chapters, conclusions, a list of 

64 references, 15 figures, 5 tables, and 1 appendix. The total volume of the thesis is 

149 pages. 
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ПЕРЕЛІК УМОВНИХ ПОЗНАЧЕНЬ, СИМВОЛІВ, ОДИНИЦЬ, 

СКОРОЧЕНЬ І ТЕРМІНІВ 

СППР – система підтримки прийняття рішень 

БД – база даних 

СУБД – система управління базами даних 

БЖ – блок живлення 

ПК – персональний комп'ютер 

ОЗП – оперативна запам'ятовуюча пам'ять 

ШІМ – широтно-імпульсна модуляція 

ГБ – гігабайт 

МБ – мегабайт 

КБ – кілобайт 

ACID – Atomicity, Consistency, Isolation, Durability (атомарність, узгодженість, 

ізольованість, довговічність) 

API – Application Programming Interface (інтерфейс програмування додатків) 

ATX – Advanced Technology eXtended (стандарт форм-фактору материнських 

плат) 

BGA – Ball Grid Array (масив кульових виводів) 

CRUD – Create, Read, Update, Delete (створити, прочитати, оновити, видалити) 

CSV – Comma-Separated Values (значення, розділені комами) 

DAO – Data Access Object (об'єкт доступу до даних) 

ER – Entity-Relationship (сутність-зв'язок) 

GUI – Graphical User Interface (графічний інтерфейс користувача) 

HTML – HyperText Markup Language (мова розмітки гіпертексту) 

IoT – Internet of Things (Інтернет речей) 

JSON – JavaScript Object Notation (об'єктна нотація JavaScript) 
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LIME – Local Interpretable Model-agnostic Explanations (локальні інтерпретовані 

модельно-незалежні пояснення) 

LLM – Large Language Model (велика мовна модель) 

ML – Machine Learning (машинне навчання) 

OOB – Out-of-Bag (поза вибіркою) 

PDF – Portable Document Format (портативний формат документів) 

PFC – Power Factor Correction (корекція коефіцієнта потужності) 

ROC-AUC – Receiver Operating Characteristic - Area Under Curve 

(характеристична крива оператора - площа під кривою) 

SHAP – SHapley Additive exPlanations (пояснення на основі значень Шеплі) 

SOLID – Single responsibility, Open-closed, Liskov substitution, Interface 

segregation, Dependency inversion (принципи об'єктно-орієнтованого 

проектування) 

SQL – Structured Query Language (мова структурованих запитів) 

SSD – Solid State Drive (твердотільний накопичувач) 

UI – User Interface (інтерфейс користувача) 

USB – Universal Serial Bus (універсальна послідовна шина) 

VRM – Voltage Regulator Module (модуль регулювання напруги) 

WCAG – Web Content Accessibility Guidelines (настанови з доступності веб-

контенту) 

accuracy – точність класифікації (відношення правильно класифікованих 

прикладів до всіх прикладів) 

bootstrap – статистичний метод повторної вибірки з поверненням 

confidence – впевненість класифікації (ймовірність прогнозованого класу) 

f1-score – гармонійне середнє точності (precision) та повноти (recall) 

max_depth – максимальна глибина дерева рішень 

max_features – кількість ознак для розгляду при розбитті вузла дерева 

min_samples_leaf – мінімальна кількість об'єктів у листі дерева 
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min_samples_split – мінімальна кількість об'єктів для розбиття вузла 

n_estimators – кількість дерев в ансамблі Random Forest 

One-Hot Encoding – метод бінарного кодування категоріальних змінних 

precision – точність (відношення правильно класифікованих позитивних 

прикладів до всіх класифікованих як позитивні) 

PyQt6 – бібліотека для створення графічних інтерфейсів на Python 

Random Forest – алгоритм машинного навчання на основі ансамблю дерев рішень 

recall – повнота (відношення правильно класифікованих позитивних прикладів 

до всіх позитивних прикладів) 

scikit-learn – бібліотека машинного навчання для Python 

SQLite – вбудована реляційна система управління базами даних 
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ВСТУП 

Актуальність теми. Комп'ютерні технології стрімко розвиваються. Вони 

інтегруються у всі сфери людської діяльності. Це призводить до постійного 

зростання кількості технічних пристроїв, які потребують обслуговування та 

ремонту. 

Сервісні центри щодня стикаються з необхідністю швидкої та точної 

діагностики. Обладнання різноманітне: блоки живлення, периферійні пристрої, 

принтери. За даними аналітичних досліджень, неефективна діагностика має 

серйозні наслідки [10]. Час ремонту збільшується на 40-60%. Продуктивність 

технічних фахівців знижується. 

Традиційний підхід до діагностики базується на досвіді та інтуїції 

спеціаліста. Але цей метод має суттєві недоліки. По-перше, якість діагностики 

прямо залежить від кваліфікації майстра. Це призводить до високої варіативності 

результатів. По-друге, навчання нових фахівців займає багато часу. Воно 

потребує накопичення значного практичного досвіду. 

По-третє, людський фактор може спричинити помилки. Особливо це 

проявляється при роботі з нетиповими несправностями. Високе навантаження 

також впливає на якість діагностики. Відсутність систематизованої бази знань 

створює додаткові проблеми. Обмін досвідом між спеціалістами ускладнюється. 

Загальна ефективність роботи сервісного центру знижується. 

Машинне навчання відкриває нові можливості. Методи автоматизації 

процесу діагностики можуть подолати зазначені обмеження. Системи підтримки 

прийняття рішень (СППР) здатні аналізувати великі обсяги інформації [4]. Вони 

виявляють складні закономірності між симптомами та несправностями. На 

основі цього аналізу система надає обґрунтовані рекомендації. 

Ансамблеві методи класифікації показують особливо високі результати. 

Алгоритм Random Forest демонструє точність у різних галузях [1]. Медична 

діагностика, промислова дефектоскопія, технічне обслуговування — всюди цей 
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підхід ефективний [8]. Це обґрунтовує його застосування для діагностики 

комп'ютерної техніки. 

Розробка спеціалізованої СППР для діагностики комп'ютерної техніки є 

актуальним завданням. Така система може підвищити ефективність роботи 

сервісних центрів. Час діагностики скорочується. Процеси обслуговування 

стандартизуються. Залежність від кваліфікації окремих спеціалістів 

зменшується. 

Система повинна інтегрувати експертні знання досвідчених майстрів. Це 

відбувається у вигляді навчальної вибірки. Сучасні алгоритми машинного 

навчання класифікують несправності. Зручний графічний інтерфейс забезпечує 

взаємодію з технічними фахівцями. Система також накопичує статистичні дані. 

Генерація звітності відбувається автоматично. Модель безперервно 

покращується на основі нових випадків з практики. 

Цифрова трансформація бізнес-процесів робить цю розробку особливо 

актуальною. Інтелектуальні системи діагностики роблять більше, ніж просто 

підвищують якість обслуговування. Вони оптимізують використання ресурсів. 

Потребу в запасних частинах можна прогнозувати. Система формує об'єктивну 

оцінку вартості та тривалості ремонту. 

У довгостроковій перспективі відкриваються нові можливості. Така 

система може стати основою для створення єдиного інформаційного простору. 

Сервісні центри зможуть обмінюватися знаннями. Кращі практики діагностики 

стануть доступними всім учасникам. 

Метою магістерської роботи є розробка системи підтримки прийняття 

рішень для автоматизованої діагностики несправностей комп'ютерної техніки. 

Система базується на методах машинного навчання. Вона підвищує 

ефективність роботи технічних фахівців. Час виявлення і усунення 

несправностей скорочується. 
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Об'єктом дослідження є процес діагностики несправностей комп'ютерної 

техніки в умовах сервісного центру. Він включає аналіз симптомів, визначення 

типу несправності та формування рекомендацій щодо ремонту. 

Предметом дослідження є методи машинного навчання для класифікації 

несправностей технічних пристроїв. Також розглядаються алгоритми підтримки 

прийняття рішень в умовах невизначеності. Технології розробки 

інтелектуальних систем діагностики з графічним інтерфейсом користувача 

становлять важливу частину дослідження. 

Наукова новизна отриманих результатів має декілька аспектів. По-перше, 

удосконалено метод класифікації технічних несправностей комп'ютерного 

обладнання. Алгоритм Random Forest адаптовано до специфіки предметної 

області. Враховано багатосимптомність діагностики. Система працює в умовах 

невизначеності. 

По-друге, вперше розроблено комплексну систему для діагностики 

чотирьох категорій пристроїв. Це блоки живлення ноутбуків та персональних 

комп'ютерів, струменеві та лазерні принтери. Єдина модель машинного навчання 

обробляє всі категорії. Інтегрована база знань забезпечує цілісність системи. 

По-третє, запропоновано трирівневу стратегію прийняття рішень. Вона 

базується на порогових значеннях впевненості класифікації. При високій 

впевненості (>75%) відбувається автоматична діагностика. При середній 

впевненості (60-75%) система надає альтернативні варіанти. При низькій 

впевненості (<60%) рекомендується консультація експерта. Така стратегія 

збалансовує автоматизацію та надійність діагностики. 

Розроблено метод векторизації симптомів технічних несправностей. Він 

базується на бінарному кодуванні. Враховано семантичні зв'язки між 

симптомами різних категорій пристроїв. 

Удосконалено архітектуру багатошарової системи підтримки прийняття 

рішень. Вона інтегрує кілька ключових компонентів. Модуль машинного 

навчання є центральним елементом. Підсистема управління базою даних 
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забезпечує зберігання інформації. Компонент аналітики та звітності обробляє 

результати. При цьому рівень зв'язності між модулями низький. Розширюваність 

системи висока. 

Практичне значення отриманих результатів є суттєвим. Розроблену 

систему можна безпосередньо впровадити в діяльність сервісних центрів. Вона 

працює з ремонтом комп'ютерної техніки. 

Система скорочує час первинної діагностики несправностей. Порівняно з 

традиційним підходом економія становить 40-50%. Точність визначення причин 

несправностей підвищується до 87-92%. Процес діагностики стандартизується. 

Він не залежить від досвіду конкретного технічного фахівця. 

Впровадження системи має додаткові переваги. Ймовірність помилкової 

діагностики зменшується. Це призводить до економії ресурсів на повторні 

ремонти. Рівень задоволеності клієнтів якістю обслуговування підвищується. 

Репутація сервісного центру покращується. 
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РОЗДІЛ 1 

АНАЛІЗ ПРЕДМЕТНОЇ ОБЛАСТІ ТА ПОСТАНОВКА ЗАДАЧІ 

1.1. Опис предметної області 

Сучасні сервісні центри з ремонту комп'ютерної техніки є складними 

організаційно-технічними системами. Вони забезпечують діагностику та 

усунення несправностей широкого спектру обладнання. Основним завданням 

таких центрів є швидке та точне визначення причин виходу з ладу технічних 

пристроїв. Також важливо формувати обґрунтовані рекомендації щодо ремонту. 

Це забезпечує високий рівень обслуговування клієнтів. 

Предметна область дослідження охоплює процеси діагностики 

несправностей комп'ютерного обладнання. Це включає блоки живлення 

портативних та стаціонарних комп'ютерів. Також розглядаються периферійні 

пристрої друку. 

Вибір саме цих категорій обладнання має чіткі обґрунтування. По-перше, 

ці пристрої широко поширені в сервісних центрах. По-друге, несправності є 

типовими та повторюваними. По-третє, існують чіткі діагностичні ознаки. 

Кожна категорія пристроїв має свої характерні особливості. 

Блоки живлення ноутбуків є критично важливими компонентами 

портативних комп'ютерів. Вони відповідають за перетворення змінного струму 

мережі 220В у стабілізовану постійну напругу. Ця напруга живить материнську 

плату та заряджає акумуляторну батарею. 

Конструктивно такі блоки складаються з декількох ключових елементів. 

Вхідний випрямляч перетворює змінний струм. ШІМ-контролер здійснює 

широтно-імпульсну модуляцію. Високочастотний трансформатор забезпечує 

гальванічну розв'язку. Вихідний випрямляч та фільтр створюють стабільну 

напругу на виході. Типові вихідні параметри становлять 19-20В при струмі 3.5-

6А. 
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Згідно з конфігурацією системи, для блоків живлення ноутбуків виділено 

10 ключових симптомів. Вони дозволяють ідентифікувати більшість типових 

несправностей.  

1. Пристрій не вмикається взагалі.  

2. Перегрівання під час роботи.  

3. Незвичний шум при роботі.  

4. Нестабільна напруга з миготінням індикатора.  

5. Несправність USB портів на зарядному пристрої.  

6. Відсутність світлодіодної індикації.  

7. Запах гару або паління.  

8. Раптові вимкнення ноутбука під навантаженням.  

9. Фізичне пошкодження кабелю. 

10.  Розхитування роз'єму живлення. 

Аналіз статистичних даних сервісних центрів показує цікаві 

закономірності. Найпоширенішими несправностями блоків живлення ноутбуків 

є пошкодження кабелю живлення. Це близько 25% випадків. Такі пошкодження 

виникають внаслідок механічного зламу провідників у місцях згину. Також часто 

страждає ізоляція. 

Друге місце за частотою займає розхитування роз'єму живлення. Це 20% 

випадків. Проблема призводить до нестабільного контакту. Живлення стає 

переривчастим. Конструктивно роз'єм складається з центрального штиря та 

циліндричного зовнішнього контакту. Механічні навантаження призводять до 

деформації контактів. 

Третьою за поширеністю проблемою є вихід з ладу вихідних 

конденсаторів. Це 18% випадків. Електролітичні конденсатори фільтра мають 

обмежений термін служби [47]. Типово це 2000-5000 годин при робочій 

температурі 85°C. Зниження ємності або втрата герметичності призводить до 

підвищення пульсацій вихідної напруги. Ноутбук може не завантажуватися або 

працювати нестабільно. 
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Проблеми з ШІМ-контролером займають четверте місце. Це 15% 

несправностей. Контролер широтно-імпульсної модуляції є "мозком" блоку 

живлення. Він регулює вихідну напругу шляхом зміни тривалості імпульсів. 

Несправність контролера може призвести до повної відмови блоку або до виходу 

з ладу через занадто високу або занадто низьку вихідну напругу. 

Решта несправностей розподіляються між відсутністю вихідної напруги, 

коротким замиканням на виході, механічними пошкодженнями корпусу та 

іншими рідкісними випадками. 

Блоки живлення персональних комп'ютерів мають іншу конструкцію. 

Вони є більш потужними пристроями. Такі блоки перетворюють змінний струм 

мережі 220В у кілька постійних напруг. Типові значення: +12В, +5В, +3.3В та -

12В. Ці напруги живлять різні компоненти системного блоку. 

Сучасні блоки живлення ПК побудовані за схемою імпульсного 

перетворювача. Вони включають мережевий фільтр електромагнітних завад. 

Також є випрямляч змінного струму з подвоєнням напруги. ШІМ-контролер 

керує роботою силових ключів. Високочастотний трансформатор забезпечує 

гальванічну розв'язку. Багатоканальний випрямляч та фільтри формують вихідні 

напруги. Система активного коригування коефіцієнта потужності підвищує 

ефективність. 

Для блоків живлення ПК виділено 12 характерних симптомів 

несправностей.  

1. Комп'ютер не вмикається зовсім.  

2. Вмикається та одразу вимикається.  

3. Запах гару при роботі.  

4. Надмірний шум від вентилятора.  

5. Комп'ютер перезавантажується під навантаженням. 

6. Відсутність обертання вентилятора.  

7. Нестабільна напруга на виході.  

8. Нагрівання БЖ до критичних температур.  
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9. Раптові вимкнення системи.  

10.  Несправність портів та роз'ємів. 

11.  Не вмикається після перепадів напруги.           

12.  Клацання або тріскіт усередині блоку.  

Ці симптоми охоплюють весь спектр типових проблем блоків живлення 

персональних комп'ютерів. 

Струменеві принтери представляють іншу категорію обладнання. 

Технологія друку базується на нанесенні мікроскопічних крапель рідкого 

чорнила на папір. Ключовим компонентом є друкуюча головка з дюзами. 

Кількість дюз варіюється від 48 до 384 залежно від моделі. 

Система подачі чорнила може бути двох типів. Перший тип — картриджна 

система з резервуарами в знімних картриджах. Другий тип — система 

безперервної подачі чорнила з зовнішніми резервуарами великої ємності. 

Механізм подачі паперу включає роликову систему захоплення, 

транспортування та виведення аркушів. 

Для струменевих принтерів виділено 12 характерних симптомів 

несправностей.  

1. Горизонтальні смуги на роздруківці.  

2. Повна відсутність друку на папері.  

3. Блідість кольорів або тексту.  

4. Застрявання паперу в механізмі подачі. 

5. Не захоплює папір взагалі.  

6. Каретка не рухається або рухається з шумом.  

7. Плями чорнила на роздруківці.  

8. Принтер не розпізнає картриджі.  

9. Помилка чорнила без видимих причин. 

10.  Нерівномірне нанесення чорнила.  

11. Протікання чорнила.  

12.  Друкує, але з перекосом зображення.  
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Ці ознаки дозволяють діагностувати основні проблеми струменевих 

принтерів. 

Лазерні принтери функціонують на основі електрофотографічної 

технології. Вони включають складний комплекс прецизійних компонентів. 

Ключовими елементами є лазерний модуль або світлодіодна лінійка для 

формування зображення. Фотобарабан має фоточутливе покриття. Система 

заряджання барабана підготовлює його до експонування. 

Магнітний вал наносить тонер на експоновані ділянки. Термоблок 

закріплює тонер при температурі 180-220 градусів Цельсія. Вузол очищення 

барабана видаляє залишки тонера. Високовольтні блоки живлення забезпечують 

роботу заряджання. Система подачі та транспортування паперу керує рухом 

аркушів. 

Для лазерних принтерів виділено 14 характерних симптомів 

несправностей.  

1. Вихід білих або повністю чистих аркушів. Це вказує на проблеми з 

лазерним модулем або картриджем.  

2. Поява чорних плям на відбитку через дефекти барабана. 

3. Вертикальні смуги тонера. Вони виникають внаслідок зношення 

магнітного валу чи леза очищення.  

4. Механічні застрявання паперу в різних зонах тракту.  

5. Критична помилка термоблоку з неможливістю друку. 

6. Слабкий або нерівномірний відбиток. Причини: недостатній нагрів 

або низький заряд.  

7. Пошкодження зображення з артефактами.  

8. Надмірний шум при обертанні механічних вузлів.  

9. Повна відмова друку через програмні або апаратні збої. 

10.  Недостатнє закріплення тонера з розмазуванням відбитків.  

11.  Дублювання зображення на наступних сторінках.  

12.  Сірий фон на всій площі аркуша через витік заряду.  
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13.  Відсутність зв'язку з комп'ютером через проблеми з інтерфейсом.  

14.  Захоплення двох аркушів одночасно через зношення роликів. 

Загальна кількість унікальних симптомів у розробленій системі становить 

48 ознак. Вони охоплюють спектр типових несправностей чотирьох категорій 

обладнання. Така детальна класифікація симптомів створює достатню базу для 

навчання моделі машинного навчання. 

Згідно з результатами експериментальних досліджень, система забезпечує 

точність діагностики на рівні 87-92%. Важливою особливістю є те, що багато 

симптомів можуть проявлятися одночасно. Це вимагає аналізу їх комбінацій для 

коректного визначення несправності. 

Традиційний процес діагностики в сервісних центрах є багатоетапною 

процедурою. Він включає первинне опитування клієнта про характер проблеми. 

Далі йде візуальний огляд обладнання. Потім проводиться інструментальна 

перевірка з використанням мультиметрів та осцилографів. Технік аналізує 

отримані дані на основі експертних знань. Нарешті формується висновок з 

рекомендаціями щодо ремонту. 

На етапі прийому замовлення технічний фахівець опитує клієнта. 

З'ясовуються обставини виникнення несправності. Важливі попередні спроби 

ремонту. Це дозволяє сформувати первинні гіпотези. 

Візуальний огляд включає кілька аспектів. Перевіряється цілісність 

корпусу. Оглядаються з'єднання. Виявляються механічні пошкодження. 

Шукаються сліди окислення, перегріву або вологи. 

Інструментальна діагностика передбачає різні вимірювання. 

Перевіряються електричні параметри: напруга, струм, опір. Тестується 

функціонування окремих вузлів. Використовується спеціалізоване програмне 

забезпечення. 

Для досвідченого майстра час первинної діагностики простої несправності 

становить 15-30 хвилин. Складні випадки можуть потребувати 1-2 години 
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детального аналізу. У разі нетипових симптомів час може збільшитися до 3-4 

годин через необхідність експериментальної перевірки різних гіпотез. 

Якість діагностики безпосередньо залежить від досвіду та кваліфікації 

технічного фахівця. Новачки в галузі часто потребують допомоги більш 

досвідчених колег. Стажування зазвичай триває 6-12 місяців. Повна 

самостійність майстра формується через 2-3 роки практики. 

Основні проблеми традиційного підходу до діагностики можна згрупувати 

в кілька категорій. По-перше, це суб'єктивність оцінки. Різні майстри можуть 

інтерпретувати однакові симптоми по-різному. Це призводить до різних 

висновків. 

По-друге, проблемою є відсутність систематизації знань. Досвід кожного 

майстра існує у вигляді особистих спогадів та інтуїтивних асоціацій. Немає 

єдиної бази знань. Обмін досвідом між фахівцями ускладнений. 

По-третє, існує ризик помилок через втому або високе навантаження. 

Людський фактор завжди присутній. У години пік, коли до сервісного центру 

звертається багато клієнтів, якість діагностики може знижуватися. 

По-четверте, виникають труднощі з рідкісними несправностями. Якщо 

майстер не стикався з подібною проблемою раніше, діагностика стає методом 

проб та помилок. Це збільшує час і може призвести до неправильних висновків. 

По-п'яте, відсутність об'єктивних метрик ефективності роботи ускладнює 

управління якістю. Важко оцінити продуктивність окремих майстрів. Немає 

інструментів для виявлення типових помилок та їх систематичного усунення. 

1.2. Теоретичні основи систем підтримки прийняття рішень та методів 

машинного навчання 

Розробка системи підтримки прийняття рішень для діагностики 

комп'ютерної техніки вимагає глибокого розуміння кількох напрямків. По-

перше, це теоретичні основи інтелектуальних систем підтримки рішень. По-

друге, методи машинного навчання для задач класифікації. У цьому підрозділі 

розглянуто концептуальні засади систем підтримки прийняття рішень. 
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Проаналізовано їх класифікацію та архітектурні особливості. Детально вивчено 

алгоритми машинного навчання з акцентом на ансамблеві методи. Також 

обґрунтовано вибір технологічного стеку для реалізації системи. 

Системи підтримки прийняття рішень є класом інформаційних систем. 

Вони призначені для автоматизації процесів аналізу даних та формування 

рекомендацій. Такі системи допомагають особам, які приймають рішення, 

обирати оптимальні варіанти дій в умовах невизначеності та множинних 

критеріїв. 

Концепція СППР була запропонована у 1970-х роках [5]. Майкл Скотт 

Мортон та Пітер Кін розробили її як еволюцію управлінських інформаційних 

систем. На відміну від простого зберігання та відображення даних, СППР 

інтегрує моделі прийняття рішень. Вона надає інструменти для аналізу 

альтернативних варіантів. Система оцінює потенційні наслідки різних рішень. 

Згідно з класичною класифікацією Спрага та Карлсона, СППР поділяються 

на три основні категорії [6]. Перша категорія — комунікаційно-орієнтовані 

системи. Вони забезпечують обмін інформацією та координацію дій між 

учасниками процесу прийняття рішень. 

Друга категорія — дані-орієнтовані системи. Вони фокусуються на аналізі 

великих обсягів структурованих даних. Використовуються статистичні методи 

та OLAP-технології. 

Третя категорія — модельно-орієнтовані системи. Такі СППР 

використовують математичні, статистичні або імітаційні моделі для 

прогнозування результатів та оптимізації рішень. До цієї категорії належить 

розроблювана система діагностики. Вона базується на моделі машинного 

навчання для класифікації несправностей. 

Архітектура типової СППР включає чотири ключові компоненти. Перший 

компонент — підсистема управління даними. Вона забезпечує зберігання, 

організацію та доступ до інформації з використанням СУБД. 
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Другий компонент — підсистема управління моделями. Вона містить набір 

аналітичних, статистичних або оптимізаційних моделей для обробки даних. 

Третій компонент — підсистема управління знаннями. Вона інкапсулює 

експертний досвід у формі правил, евристик або натренованих моделей 

машинного навчання. 

Четвертий компонент — інтерфейс користувача. Він забезпечує взаємодію 

з системою через графічні елементи, візуалізацію результатів та інтерактивне 

управління параметрами аналізу. 

Інтелектуальні СППР представляють еволюційний розвиток класичних 

систем підтримки рішень. Вони інтегрують методи штучного інтелекту. Зокрема 

це машинне навчання, нечітка логіка, еволюційні алгоритми та експертні 

системи. 

Ключова перевага інтелектуальних СППР полягає у можливості 

автоматичного навчання на історичних даних. Це усуває необхідність явного 

програмування правил. Система самостійно виявляє закономірності у даних. 

Адаптується до змін в предметній області. 

Огляд існуючих підходів до автоматизації діагностики показує наявність 

декількох напрямків. Експертні системи базуються на явно заданих правилах 

"якщо-то". Наприклад: "Якщо блок живлення не вмикається І відсутня індикація 

І є запах гару, ТО несправність у вхідному випрямлячі". 

Такі системи ефективні для добре формалізованих предметних областей. 

Але вони мають суттєві обмеження. По-перше, створення повної бази правил 

вимагає значних зусиль експертів. По-друге, підтримка великої кількості правил 

стає складною. По-третє, експертні системи погано справляються з 

невизначеністю та нетиповими ситуаціями. 

Сучасні комерційні системи діагностики від провідних виробників 

обладнання зазвичай базуються на великих базах даних відомих проблем. 

Доступ здійснюється через вебінтерфейс або мобільні застосунки. 
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Наприклад, Dell SupportAssist, HP Support Assistant, Lenovo Diagnostics 

надають автоматичну діагностику апаратних компонентів. Але ці системи 

орієнтовані на виявлення проблем конкретних виробників. Вони не універсальні. 

Крім того, складні випадки все одно потребують втручання людини-експерта. 

Академічні дослідження в галузі застосування машинного навчання для 

технічної діагностики демонструють обнадійливі результати. Системи 

діагностики промислового обладнання на основі нейронних мереж показують 

точність 85-95% [43]. 

Однак більшість таких розробок залишаються на рівні наукових 

прототипів. Впровадження у реальні сервісні центри обмежене через складність 

інтеграції, необхідність великих обсягів навчальних даних та відсутність 

зручних інтерфейсів для технічних фахівців. 

Машинне навчання надає потужний інструментарій для вирішення задач 

класифікації [11]. Класифікація — це задача віднесення об'єкта до одного з 

попередньо визначених класів на основі набору ознак [3]. У контексті 

діагностики комп'ютерної техніки об'єктом є пристрій з несправністю. Ознаками 

виступають спостережувані симптоми. Класами є типи несправностей. 

Існує багато алгоритмів класифікації з різними характеристиками. 

Логістична регресія є простим та ефективним методом для лінійно роздільних 

класів [2]. Але вона демонструє низьку точність при наявності складних 

нелінійних залежностей між симптомами та несправностями. 

Наївний байєсівський класифікатор характеризується високою 

швидкодією та стійкістю до шуму [39]. Але припущення про незалежність ознак 

часто порушується в реальних даних. Симптоми несправностей зазвичай 

корелюють між собою. 

Метод k-найближчих сусідів не потребує етапу навчання [40]. Він 

ефективний для невеликих вибірок. Але має квадратичну складність 

прогнозування. Крім того, метод чутливий до вибору метрики відстані та 

параметра k. 
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Дерева рішень є інтерпретованими моделями [41]. Вони будують 

ієрархічну структуру розгалужень за ознаками. Кожен вузол дерева перевіряє 

умову щодо певної ознаки. Листя дерева містять передбачення класу. 

Перевагою дерев є наочність. Технічний фахівець може зрозуміти логіку 

прийняття рішення. Але окремі дерева схильні до перенавчання. Вони можуть 

надто точно відтворювати особливості навчальної вибірки. При цьому погано 

узагальнюють на нові дані. 

Ансамблеві методи вирішують проблему перенавчання окремих моделей. 

Ідея полягає у комбінуванні прогнозів множини базових моделей [37]. Це 

підвищує стабільність та точність класифікації [48]. 

Метод Random Forest є одним з найефективніших ансамблевих підходів. 

Він будує множину дерев рішень на випадкових підвибірках даних. Кожне 

дерево навчається на бутстреп-вибірці [36]. Це означає випадковий вибір з 

поверненням з оригінальних даних. 

При побудові кожного дерева у Random Forest використовується додаткова 

рандомізація [7]. У кожному вузлі розглядається лише випадкова підмножина 

ознак. Типово це корінь квадратний з загальної кількості ознак [9]. Така стратегія 

зменшує кореляцію між деревами. Це покращує узагальнювальну здатність 

ансамблю. 

Для прогнозування Random Forest використовує голосування більшості. 

Кожне дерево робить власне передбачення класу. Фінальним прогнозом стає 

клас, за який проголосувала найбільша кількість дерев. Також модель може 

надавати ймовірності класів. Вони обчислюються як частка дерев, що 

проголосували за відповідний клас. 

Ключовими гіперпараметрами Random Forest є кількість дерев в ансамблі, 

максимальна глибина дерев, мінімальна кількість зразків для розділення вузла та 

мінімальна кількість зразків у листі. Оптимальні значення цих параметрів 

визначаються експериментально методом крос-валідації. 
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Порівняльний аналіз алгоритмів класифікації для задачі діагностики 

технічних несправностей виявляє переваги Random Forest. По-перше, високу 

точність класифікації навіть при складних нелінійних залежностях. По-друге, 

стійкість до шуму та викидів у даних. По-третє, можливість роботи з великою 

кількістю ознак без втрати продуктивності. 

По-четверте, Random Forest надає оцінки важливості ознак [38]. Це 

дозволяє виявити найінформативніші симптоми. По-п'яте, алгоритм не потребує 

масштабування даних. Це спрощує препроцесинг. По-шосте, Random Forest 

добре паралелізується. Дерева можуть будуватися незалежно на різних 

процесорних ядрах. 

Технологічний стек для реалізації системи підібрано з урахуванням 

кількох критеріїв. По-перше, продуктивність та надійність компонентів. По-

друге, наявність зрілих бібліотек для машинного навчання та створення 

графічних інтерфейсів. По-третє, простота інтеграції різних модулів системи. 

По-четверте, можливість кросплатформного розгортання. 

Python версії 3.11 або вище обрано як основну мову програмування. Це 

мотивовано кількома факторами. Python має потужну екосистему бібліотек для 

наукових обчислень та машинного навчання. Синтаксис мови є лаконічним та 

зрозумілим. Це спрощує розробку та підтримку коду. 

Динамічна типізація прискорює прототипування. Велика спільнота 

розробників забезпечує доступність документації та готових рішень типових 

проблем. Інтерпретована природа мови спрощує налагодження та тестування 

окремих компонентів. 

PyQt6 використовується для створення графічного інтерфейсу 

користувача. Це зрілий фреймворк з багатим набором віджетів. Він базується на 

бібліотеці Qt 6. Qt є однією з найпотужніших кросплатформних бібліотек для 

розробки GUI. 

PyQt6 надає Python-обгортки над Qt API. Це дозволяє використовувати всю 

функціональність Qt з Python коду. Ключові переваги включають можливість 
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створення складних багатовіконних інтерфейсів з вкладками. Підтримку 

інтеграції з matplotlib через FigureCanvas для відображення графіків 

безпосередньо в інтерфейсі. 

Також важлива модульність та розширюваність компонентів через 

ієрархічну структуру віджетів. Можна створювати власні віджети на основі 

базових класів. Документація є багатою. Велика спільнота розробників спрощує 

вирішення типових проблем. Можливість компіляції додатка в standalone 

виконуваний файл за допомогою PyInstaller спрощує розповсюдження програми. 

Бібліотека scikit-learn версії 1.3 або вище є центральним компонентом для 

реалізації функціональності машинного навчання. Вона надає реалізації всіх 

основних алгоритмів класифікації. Це включає Random Forest, SVM, логістичну 

регресію та інші. 

Scikit-learn має уніфікований API для різних моделей [12]. Всі 

класифікатори реалізують методи fit() для навчання та predict() для 

прогнозування [13]. Також доступний метод predict_proba() для отримання 

ймовірностей класів. Це спрощує експериментування з різними алгоритмами. 

Бібліотека включає інструменти для підготовки даних. LabelEncoder кодує 

категоріальні змінні у числовий формат. StandardScaler нормалізує ознаки. 

train_test_split розділяє дані на навчальну та тестову вибірки. 

Для оцінки якості моделей scikit-learn надає широкий набір метрик. 

Accuracy вимірює загальну точність класифікації. Precision та recall оцінюють 

якість для кожного класу окремо. F1-score є гармонічним середнім precision та 

recall. Confusion matrix показує детальну інформацію про правильні та помилкові 

класифікації. 

Для обробки та маніпуляції даними використовується бібліотека pandas 

версії 2.0 або вище [15]. Вона надає високорівневі структури даних DataFrame та 

Series. Це полегшує роботу з табличними даними. 

Pandas ефективно обробляє великі обсяги даних. Підтримує різні формати 

файлів: CSV, Excel, JSON, SQL. Надає потужні інструменти для фільтрації, 
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групування, агрегації та трансформації даних. Інтеграція з NumPy забезпечує 

швидкі векторизовані операції. 

SQLite версії 3 використовується як система управління базами даних. Це 

легковагова вбудована СУБД. Вона не потребує окремого серверного процесу. 

База даних зберігається у єдиному файлі на диску. 

SQLite підтримує стандарт SQL. Забезпечує ACID-гарантії транзакцій. Має 

високу продуктивність для застосунків з невеликою та середньою кількістю 

даних. Повна підтримка з Python здійснюється через вбудований модуль sqlite3. 

Matplotlib версії 3.7 або вище використовується для візуалізації даних та 

результатів [19]. Бібліотека надає широкий спектр типів графіків. Лінійні графіки 

показують динаміку змін. Стовпчикові діаграми порівнюють категоріальні дані. 

Кругові діаграми відображають частки. 

Matplotlib підтримує експорт у різні формати. PNG та JPEG для растрових 

зображень. PDF та SVG для векторної графіки. Інтеграція з PyQt6 через 

FigureCanvas дозволяє вбудовувати графіки безпосередньо у вікна застосунку. 

ReportLab версії 4.0 або вище використовується для програмної генерації 

PDF-документів [20]. Бібліотека надає низькорівневий API для створення PDF з 

нуля. Підтримка Unicode-шрифтів забезпечує коректне відображення 

української мови. 

ReportLab дозволяє створювати складні макети. Таблиці з налаштованим 

стилем. Списки з маркерами. Вставку зображень. Автоматичне розбиття вмісту 

на сторінки. Це необхідно для генерації професійних звітів про діагностику. 

1.3. Постановка задачі та формування вимог до системи 

На основі аналізу предметної області проведено вивчення існуючих 

підходів до діагностики технічних несправностей. Також досліджено теоретичні 

основи систем підтримки прийняття рішень. Це дозволило сформулювати 

завдання розробки інтелектуальної системи для автоматизованої діагностики 

комп'ютерної техніки. 
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Завдання включає кілька ключових аспектів. По-перше, проектування 

архітектури системи. По-друге, вибір та налаштування алгоритмів машинного 

навчання. По-третє, розробку графічного інтерфейсу користувача. По-четверте, 

створення бази даних для зберігання інформації. По-п'яте, реалізацію модулів 

експорту звітності та статистичного аналізу. 

Функціональні вимоги визначають основну функціональність системи. 

Вони специфікують дії, які система повинна виконувати для забезпечення 

автоматизованої діагностики комп'ютерної техніки. 

Система має забезпечувати підтримку діагностики чотирьох категорій 

пристроїв. Перша категорія — блоки живлення ноутбуків з 10 симптомами. 

Друга категорія — блоки живлення персональних комп'ютерів з 12 симптомами. 

Третя категорія — струменеві принтери з 12 симптомами. Четверта категорія — 

лазерні принтери з 14 симптомами. 

Система повинна ідентифікувати не менше 20 унікальних типів 

несправностей для кожної категорії пристроїв. Загальна кількість 

класифікованих несправностей має становити не менше 26 різних типів проблем. 

Це покриває основні випадки, з якими стикаються сервісні центри. 

Функціональність діагностики має бути реалізована через інтерактивний 

багатоетапний інтерфейс. На першому етапі система надає користувачу 

можливість вибору типу пристрою. Це може бути випадаючий список або набір 

кнопок-карток. 

На другому етапі відображається повний перелік симптомів. Вони 

специфічні для обраної категорії пристрою. Множинний вибір здійснюється 

через чекбокси. Інтерфейс має забезпечувати зручну навігацію. Симптоми 

повинні бути згруповані логічно. Описи мають бути зрозумілими для технічних 

фахівців різної кваліфікації. 

Після введення даних та натискання кнопки діагностики система 

автоматично виконує класифікацію несправності. Використовується попередньо 

натренована модель Random Forest. Процес класифікації включає кілька кроків. 
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Спочатку відбувається векторизація вибраних симптомів у бінарний 

вектор ознак. Потім кодується тип пристрою. Дані передаються моделі. 

Отримується прогноз класу несправності та ймовірності для всіх можливих 

класів. Час виконання класифікації не повинен перевищувати 1 секунди на 

стандартному апаратному забезпеченні. 

Результати діагностики мають відображатися у структурованому вигляді. 

Це включає назву визначеної несправності, рівень впевненості моделі у 

відсотках, опис проблеми та її можливих причин. Також надаються рекомендації 

щодо усунення несправності. 

Вказується перелік компонентів, які потребують заміни або ремонту. 

Оцінюється орієнтовна вартість ремонту та час, необхідний для виконання робіт. 

У разі низької впевненості моделі (менше 60%) система має надавати топ-3 

найімовірніших варіантів несправностей з відповідними ймовірностями. 

Система повинна автоматично зберігати історію всіх проведених 

діагностик у базу даних. Для кожної діагностики зберігається дата та час 

проведення, тип пристрою, список вибраних симптомів, визначена несправність, 

рівень впевненості моделі. 

Користувач має мати можливість переглядати історію діагностик. 

Доступний пошук за різними критеріями. Можна фільтрувати за типом 

пристрою, датою проведення, типом несправності. Експорт окремих записів у 

PDF-формат також має бути підтримуваним. 

Модуль статистики має надавати аналітичну інформацію про роботу 

системи. Загальна кількість проведених діагностик відображається у зручному 

форматі. Розподіл діагностик за типами пристроїв показує структуру роботи. 

Топ-10 найпоширеніших несправностей виділяються окремо. Середній 

рівень впевненості моделі вказує на якість діагностики. Розподіл рівнів 

впевненості показує, як часто система дає впевнені прогнози. 

Статистика має супроводжуватися графічною візуалізацією. Стовпчикові 

діаграми, кругові діаграми та лінійні графіки роблять інформацію наочною. 
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Експорт статистичних звітів у PDF-формат дозволяє аналізувати результати 

роботи. 

База знань повинна містити детальну інформацію про кожен тип 

несправності. Для кожного запису зберігається назва несправності, категорія 

пристрою, детальний опис проблеми та її проявів. Також включені типові 

причини виникнення. 

Покроковий алгоритм діагностики допомагає фахівцям. Рекомендації 

щодо ремонту містять конкретні дії. Перелік необхідних інструментів та 

обладнання полегшує підготовку. Орієнтовна вартість запасних частин 

допомагає в плануванні. Поради щодо профілактики запобігають повторному 

виникненню проблеми. 

Користувач має мати можливість перегляду бази знань через окремий 

інтерфейс. Доступний пошук за ключовими словами. Фільтрація за категорією 

пристрою спрощує навігацію. Сортування за різними критеріями робить роботу 

зручною. 

Система має підтримувати експорт результатів діагностики у PDF-формат. 

Звіт має містити логотип та назву сервісного центру. Дата та час проведення 

діагностики вказуються обов'язково. 

Інформація про пристрій включає його тип та обрані симптоми. Результат 

діагностики містить визначену несправність та рівень впевненості. Детальний 

опис проблеми пояснює ситуацію клієнту. Рекомендації щодо ремонту надають 

конкретні дії. Орієнтовна вартість та час виконання робіт допомагають в 

плануванні. 

PDF-документ має бути професійно оформлений. Коректне відображення 

української мови обов'язкове. Структурована подача інформації з використанням 

таблиць та списків робить звіт зручним для читання. 

Модуль машинного навчання має надавати можливість перенавчання 

моделі на оновлених даних. Користувач з правами адміністратора може 
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ініціювати процес перенавчання. Після завершення система відображає метрики 

якості. Це точність класифікації, precision, recall та F1-score для кожного класу. 

Оцінка важливості ознак показує, які симптоми найбільш інформативні. 

Матриця помилок виявляє класи, які часто плутаються між собою. Нова модель 

зберігається окремим файлом. Є можливість відкату до попередньої версії моделі 

у разі погіршення метрик. 

Нефункціональні вимоги визначають характеристики якості системи. Вони 

не описують конкретну функціональність. Натомість вони специфікують 

обмеження та критерії, яким повинна відповідати система. 

Вимоги до продуктивності мають кілька аспектів. Час запуску застосунку 

не повинен перевищувати 5 секунд на стандартному апаратному забезпеченні. 

Час виконання класифікації має становити менше 1 секунди після вибору 

симптомів. 

Час завантаження історії діагностик з бази даних не повинен перевищувати 

2 секунди для вибірки обсягом до 1000 записів. Генерація PDF-звіту має 

виконуватися менше ніж за 3 секунди. Побудова статистичних графіків повинна 

займати не більше 2 секунд. 

Вимоги до надійності гарантують стабільну роботу. Система має коректно 

обробляти всі можливі помилки вводу. Некоректний вибір симптомів 

призводить до відповідного повідомлення. Система не має аварійно завершувати 

роботу при будь-яких діях користувача. 

Всі критичні операції з базою даних повинні виконуватися в транзакціях. 

Це забезпечує цілісність даних навіть при збоях. У разі відсутності навченої 

моделі система має виводити інформаційне повідомлення. Пропонується 

можливість навчання моделі або завантаження існуючої. 

Вимоги до зручності використання визначають якість користувацького 

досвіду. Інтерфейс має бути інтуїтивно зрозумілим для технічних фахівців 

різного рівня кваліфікації. Навігація між різними функціональними розділами 



31 

 

має бути простою. Не повинно бути потреби у спеціальному навчанні для роботи 

з системою. 

Всі елементи інтерфейсу повинні мати зрозумілі підказки. Помилкові дії 

користувача супроводжуються інформативними повідомленнями. Вони 

пояснюють причину помилки та спосіб її виправлення. Візуальне оформлення 

має бути сучасним та естетично приємним. Підтримка світлої та темної тем 

дозволяє користувачу вибрати зручний режим роботи. 

Вимоги до підтримуваності визначають характеристики архітектури та 

коду. Архітектура має бути модульною з чітким розділенням відповідальності 

між компонентами. Модуль графічного інтерфейсу знаходиться в каталозі gui/. 

Модуль машинного навчання зберігається в ml/. Модуль управління даними 

розташований в data/. Модуль утиліт міститься в utils/. 

Кожен модуль має бути слабо зв'язаний з іншими модулями. Взаємодія 

відбувається через добре визначені інтерфейси (API). Це дозволяє незалежно 

модифікувати окремі модулі без впливу на інші частини системи. 

Наприклад, зміна алгоритму машинного навчання з Random Forest на 

Gradient Boosting не повинна вимагати змін в модулі інтерфейсу. Всі модулі 

використовують єдиний інтерфейс predict() моделі. Код має бути 

задокументований з використанням docstrings у форматі Google Style Python 

Docstrings. Критичні функції повинні мати модульні тести з покриттям не менше 

70%. 

Вимоги до масштабованості визначають здатність системи обробляти 

зростаючі обсяги даних. База даних має ефективно працювати з обсягом до 10000 

записів історії діагностик. Модель машинного навчання повинна підтримувати 

навчання на вибірках обсягом до 5000 записів без значної деградації 

продуктивності. 

Архітектура системи має дозволяти подальше розширення 

функціональності. Можливість додавання нових категорій пристроїв має бути 
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передбачена. Додавання нових типів несправностей також має бути можливим. 

Все це без необхідності глибокого рефакторингу існуючого коду. 

Вимоги до портативності визначають можливість розгортання на різних 

платформах. Система має коректно працювати на операційних системах 

Windows 10/11, Linux (Ubuntu 20.04 або новіше), macOS 11 або новіше. 

Мінімальні системні вимоги включають процесор з тактовою частотою не менше 

1.5 ГГц. Оперативна пам'ять має становити не менше 4 ГБ. Вільне місце на диску 

повинно бути не менше 500 МБ для встановлення та роботи програми. 

Вимоги безпеки забезпечують захист даних. Дані в базі даних мають 

зберігатися локально на комп'ютері користувача. Система не повинна передавати 

жодної інформації через мережу без явного дозволу користувача. Всі паролі та 

конфіденційні дані повинні зберігатися у зашифрованому вигляді. Доступ до 

функцій адміністрування має бути захищений паролем. 

Вимоги до локалізації визначають мовну підтримку. Весь інтерфейс 

користувача має бути українською мовою. Термінологія повинна відповідати 

усталеним професійним термінам в галузі ремонту комп'ютерної техніки. PDF-

звіти також генеруються українською мовою з коректним відображенням всіх 

символів. Можливість додавання підтримки інших мов має бути закладена в 

архітектуру через використання файлів локалізації. 

Висновки до розділу узагальнюють проведений аналіз. У цьому розділі 

детально розглянуто предметну область діагностики комп'ютерної техніки. 

Проаналізовано чотири основні категорії пристроїв. Для кожної категорії 

визначено специфічні симптоми несправностей. Загальна кількість симптомів 

становить 48 унікальних ознак. 

Досліджено теоретичні основи систем підтримки прийняття рішень. 

Розглянуто класифікацію СППР та їх архітектурні особливості. Особливу увагу 

приділено інтелектуальним СППР на основі методів машинного навчання. 

Проведено аналіз алгоритмів класифікації для задач діагностики. 

Обґрунтовано вибір алгоритму Random Forest як найоптимальнішого для 
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поставленої задачі. Цей метод забезпечує високу точність, стійкість до шуму та 

можливість оцінки важливості ознак. 

Сформовано детальні функціональні та нефункціональні вимоги до 

розроблюваної системи. Функціональні вимоги визначають основну 

функціональність. Діагностика, історія, статистика, база знань та експорт звітів 

— всі ці модулі мають чіткі специфікації. 

Нефункціональні вимоги встановлюють критерії якості системи. 

Продуктивність, надійність, зручність використання, підтримуваність — всі ці 

аспекти детально розглянуто. Це створює солідну основу для проектування та 

реалізації системи. 

Обґрунтовано вибір технологічного стеку. Python як основна мова 

програмування. PyQt6 для графічного інтерфейсу. Scikit-learn для машинного 

навчання. SQLite для зберігання даних. Matplotlib для візуалізації. ReportLab для 

генерації PDF. Всі ці технології є зрілими, добре задокументованими та мають 

активну підтримку спільноти. 

Результати аналізу предметної області та теоретичних основ стали 

підґрунтям для переходу до етапу проектування архітектури системи. У 

наступному розділі буде детально розглянуто проектні рішення щодо організації 

модулів, структури бази даних та алгоритмів обробки даних. 
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РОЗДІЛ 2 

ПРОЕКТУВАННЯ СИСТЕМИ ПІДТРИМКИ ПРИЙНЯТТЯ 

РІШЕНЬ 

2.1. Архітектура системи 

Проектування архітектури системи підтримки прийняття рішень для 

діагностики комп'ютерної техніки базувалося на принципах модульності, 

розділення відповідальності та забезпечення низького рівня зв'язності між 

компонентами. У процесі проектування було застосовано багаторівневу 

архітектуру, що є стандартним підходом для побудови складних програмних 

систем, оскільки забезпечує чітке розмежування функціональних блоків, 

спрощує підтримку та розвиток системи, дозволяє незалежно модифікувати 

окремі компоненти без впливу на інші частини [27]. 

Для розробленої системи було обрано трирівневу (three-tier) архітектуру, 

що включає рівень представлення (Presentation Layer), рівень бізнес-логіки 

(Business Logic Layer) та рівень доступу до даних (Data Access Layer) [28]. Така 

архітектура відповідає принципам об'єктно-орієнтованого проектування SOLID, 

зокрема принципу єдиної відповідальності (Single Responsibility Principle) та 

принципу інверсії залежностей (Dependency Inversion Principle). 

Рівень представлення є верхнім рівнем системи та відповідає за 

взаємодію з користувачем через графічний інтерфейс. Цей рівень реалізовано з 

використанням фреймворку PyQt6 та включає наступні компоненти: головне 

вікно додатку (MainWindow), що забезпечує контейнер для розміщення 

функціональних модулів та координацію взаємодії між ними; віджет діагностики 

(DiagnosisWidget), що надає інтерфейс для введення симптомів та відображення 

результатів діагностики; віджет історії (HistoryWidget), що забезпечує перегляд 

та пошук у базі даних виконаних діагностик; віджет статистики 

(StatisticsWidget), що візуалізує аналітичну інформацію про роботу системи; 

віджет бази знань (KnowledgeBaseWidget), що надає доступ до довідкової 

інформації про несправності. 
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Взаємодія між компонентами рівня представлення здійснюється через 

механізм сигналів та слотів Qt (signals and slots), що реалізує патерн 

проектування Observer та забезпечує слабку зв'язність між віджетами [61]. Кожен 

віджет є самодостатнім модулем з власним станом та логікою відображення, що 

дозволяє незалежно розробляти та тестувати окремі компоненти інтерфейсу [30]. 

Головне вікно виступає координатором, що забезпечує комунікацію між 

віджетами через сигнали та управляє загальними ресурсами, такими як тема 

оформлення та налаштування системи [25]. 

Діаграма компонентів. На рисунку 2.1 представлено діаграму 

компонентів системи, що ілюструє структуру основних модулів та їх 

взаємозв'язки. 
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      Рисунок 2.1 – Діаграма компонентів системи 

РІВЕНЬ ПРЕДСТАВЛЕННЯ (GUI) 

 

MainWindow 

(main_window.py 

Diagnosis 

Widget 

(diagnoses_widge

Statistacs Widget 

(satistacs_widget.py)  

 

History Widget 

(history_widget.py) 

Knowlage Base Widget 

(knowlage_base_ 

widget.py) 

РІВЕНЬ БІЗНЕС ЛОГІКИ 

RepairMLModel (ml/model.py)  

   - train()              - get_top_predictions()              

    - predict()           - get_feature_importance() 

- save_model()         - evaluate() 

     - load_model()         - get_model_info() 

DatasetGenerator (ml/dataset_generator.py)             

    - generate_dataset()                                       

    - LAPTOP_PSU_FAULTS, PC_PSU_FAULTS                        

    - INKJET_PRINTER_FAULTS, LASER_PRINTER_FAULTS        

         PDFExporter (utils/pdf_exporter.py)                 

    - export_diagnosis_report()                                

    - export_statistics_report()                          

РІВЕНЬ ДОСТУПУ ДАНИХ 

      DatabaseManager (db/db_manager.py)                     

    - add_diagnosis()        - get_diagnosis_history()          

    - add_training_data()   - search_diagnosis()               

    - get_training_data()    - get_statistics()                 

    - add_knowledge_base()   - update_diagnosis()               

    - get_knowledge_base()   - delete_diagnosis()          

SQLite Database                                

    • diagnosis_history     • knowledge_base                   

    • training_data                                       
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Рівень бізнес-логіки містить ядро функціональності системи та реалізує 

алгоритми машинного навчання, обробки даних та формування звітності. 

Основним компонентом цього рівня є клас RepairMLModel, що інкапсулює 

функціональність моделі Random Forest для класифікації несправностей. Цей 

клас надає методи для навчання моделі на навчальній вибірці (train), виконання 

прогнозування для нових випадків (predict), отримання топ-N найбільш 

імовірних класів (get_top_predictions), збереження та завантаження навченої 

моделі у файл (save_model, load_model), оцінки якості моделі на тестовій вибірці 

(evaluate), отримання важливості ознак (get_feature_importance). 

Додатковим компонентом рівня бізнес-логіки є клас DatasetGenerator, що 

забезпечує генерацію синтетичних навчальних даних на основі експертних знань 

про типові несправності. Цей клас містить структуровані словники з описом 26 

класів несправностей для чотирьох типів пристроїв, включаючи типові 

симптоми, рекомендовані рішення, складність ремонту, час та вартість. Метод 

generate_dataset створює навчальну вибірку з заданою кількістю записів на кожен 

тип пристрою, додаючи варіативність через випадковий вибір комбінацій 

симптомів для кожного класу несправностей. 

Клас PDFExporter реалізує функціональність експорту результатів діагнос

тики та статистичних звітів у формат PDF з підтримкою української мови. Цей 

компонент використовує бібліотеку ReportLab для програмного створення PDF-

документів з професійним оформленням, включаючи таблиці, структуровані ро

зділи, підтримку Unicode шрифтів. Методи export_diagnosis_report та export_stat

istics_report генерують відповідно звіти про окремі діагностики та зведені стати

стичні дані про роботу системи. 

Рівень доступу до даних забезпечує абстракцію доступу до бази даних 

SQLite та ізолює рівні представлення та бізнес-логіки від деталей зберігання 

даних. Центральним компонентом є клас DatabaseManager, що реалізує патерн 

Repository та надає методи для виконання CRUD-операцій (Create, Read, Update, 
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Delete) над таблицями бази даних. Цей клас інкапсулює логіку роботи з SQLite, 

включаючи управління з'єднаннями, виконання SQL-запитів, обробку помилок 

та логування операцій. 

Методи класу DatabaseManager організовані за функціональними групами

: операції з діагностиками (add_diagnosis, get_diagnosis_history, search_diagnosis,

 update_diagnosis, delete_diagnosis), операції з навчальними даними (add_training

_data, get_training_data), операції з базою знань (add_knowledge_base_entry, get_

knowledge_base), статистичні запити (get_statistics). Використання параметризов

аних запитів (prepared statements) забезпечує захист від SQL-

ін'єкцій та підвищує безпеку системи. 

Взаємодія між рівнями базується на принципі залежності від абстракцій, 

а не від конкретних реалізацій. Компоненти рівня представлення не мають 

прямих посилань на класи рівня доступу до даних, а взаємодіють через рівень 

бізнес-логіки. Це забезпечує можливість заміни реалізації рівня доступу до даних 

(наприклад, заміна SQLite на PostgreSQL) без модифікації компонентів GUI. 

Типовий сценарій виконання діагностики включає наступну послідовність 

взаємодій між компонентами. Користувач вибирає тип пристрою та відзначає 

симптоми у віджеті діагностики (DiagnosisWidget). Віджет формує список 

симптомів та передає дані у метод predict класу RepairMLModel. Модель 

машинного навчання виконує класифікацію, обчислює ймовірності для всіх 

класів та визначає рівень впевненості. RepairMLModel повертає результат 

прогнозування, включаючи тип несправності, рекомендоване рішення, 

складність, час, вартість та впевненість класифікації. DiagnosisWidget 

відображає результат користувачу згідно з адаптивною стратегією прийняття 

рішень (автоматичне рішення, альтернативи або рекомендація експерта). При 

збереженні результату DiagnosisWidget викликає метод add_diagnosis класу 

DatabaseManager для запису інформації у базу даних. 
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Перевагами обраної архітектури є: модульність та розширюваність через 

чітке розділення відповідальності між компонентами; низька зв'язність між 

рівнями, що дозволяє незалежно розробляти та тестувати окремі модулі; 

можливість повторного використання компонентів бізнес-логіки в інших 

інтерфейсах (наприклад, веб-інтерфейс або API); спрощення супроводу через 

ізоляцію змін у межах окремих рівнів; підтримка принципів об'єктно-

орієнтованого проектування SOLID. 

2.2. Проектування бази даних 

Проектування структури бази даних є критично важливим етапом 

розробки системи підтримки прийняття рішень, оскільки визначає ефективність 

зберігання, швидкість доступу до інформації та можливості аналізу накопичених 

даних. У процесі проектування було застосовано методологію нормалізації 

реляційних баз даних для забезпечення цілісності даних, усунення надмірності 

та запобігання аномаліям при виконанні операцій вставки, оновлення та 

видалення [21]. 

Реляційна схема бази даних включає три основні таблиці, що 

відповідають ключовим сутностям предметної області: diagnosis_history для 

зберігання історії виконаних діагностик, training_data для накопичення 

навчальних даних моделі машинного навчання, knowledge_base для збереження 

експертних знань про несправності. Кожна таблиця нормалізована до третьої 

нормальної форми (3NF), що забезпечує відсутність транзитивних 

функціональних залежностей та мінімізує дублювання інформації [22]. 

ER-діаграма бази даних. На рисунку 2.2 представлено ER-діаграму 

(Entity-Relationship diagram) бази даних системи, що візуалізує структуру 

таблиць, їх атрибути та зв'язки між сутностями. 
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Рисунок 2.2 – ER-діаграма структури бази даних системи 

 

Diagnosis_history 

PK  id                INTEGER (AUTO_INCREMENT)                  

     device_type      TEXT (NOT NULL)                           

     symptoms        TEXT (NOT NULL)                           

     predicted_fault  TEXT (NOT NULL)                           

     repair_solution  TEXT (NOT NULL)                           

     difficulty       TEXT (NOT NULL)                           

     estimated_time   INTEGER                                   

     estimated_cost   REAL                                      

     confidence       REAL                                      

     timestamp        DATETIME (DEFAULT CURRENT_TIMESTAMP)      

     user_feedback    TEXT                                      

     actual_fault     TEXT                                      

Training_data 

PK  id               INTEGER (AUTO_INCREMENT)                  

     device_type      TEXT (NOT NULL)                    

     symptoms         TEXT (NOT NULL)                          

     fault_type       TEXT (NOT NULL)               

     repair_solution  TEXT (NOT NULL)                         

     repair_difficulty  TEXT (NOT NULL)                       

     estimated_time   INTEGER (NOT NULL)                      

     estimated_cost   REAL (NOT NULL)                         

     created_at       DATETIME            

Knowlegde_base 

 PK  id              INTEGER (AUTO_INCREMENT)                  

     device_type     TEXT (NOT NULL)                     

     fault_type      TEXT (NOT NULL)              

     description     TEXT (NOT NULL)                           

     causes          TEXT (NOT NULL)                           

     prevention      TEXT (NOT NULL)                           

     created_at      DATETIME                                  

Зв’язок через device_type, 

predicted_fault 
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Таблиця diagnosis_history призначена для зберігання інформації про всі 

виконані діагностики в системі. Ця таблиця є центральною для функціональності 

історії та статистики, забезпечуючи накопичення даних про використання 

системи, точність прогнозів та відгуки користувачів. 

Структура таблиці включає наступні атрибути. Первинний ключ id типу 

INTEGER з AUTO_INCREMENT забезпечує унікальну ідентифікацію кожного 

запису діагностики. Атрибут device_type типу TEXT зберігає назву категорії 

пристрою (Блок живлення ноутбука, Блок живлення ПК, Струменевий принтер, 

Лазерний принтер) з обмеженням NOT NULL. Атрибут symptoms типу TEXT 

містить список симптомів, відзначених користувачем, представлений у вигляді 

рядка з розділювачем для можливості подальшого аналізу. Атрибут 

predicted_fault типу TEXT зберігає тип несправності, визначений моделю 

машинного навчання. 

Атрибут repair_solution типу TEXT містить текстовий опис 

рекомендованого рішення для усунення несправності, включаючи перелік 

необхідних робіт та запчастин. Атрибут difficulty типу TEXT зберігає оцінку 

складності ремонту (Легка, Середня, Складна), що допомагає планувати 

навантаження на технічних фахівців. Атрибути estimated_time та estimated_cost 

типів INTEGER та REAL відповідно зберігають орієнтовний час виконання 

ремонту у хвилинах та оцінену вартість у гривнях. 

Атрибут confidence типу REAL зберігає числове значення впевненості 

класифікації у діапазоні від 0 до 1, що використовується для реалізації 

адаптивної стратегії прийняття рішень. Атрибут timestamp типу DATETIME з 

DEFAULT CURRENT_TIMESTAMP автоматично фіксує дату та час виконання 

діагностики. Атрибути user_feedback та actual_fault типу TEXT призначені для 

збереження відгуків користувачів про коректність діагностики та фактично 

виявленої несправності після ремонту, що може використовуватися для валідації 

точності моделі та її перенавчання. 



42 

 

Таблиця training_data призначена для зберігання навчальних прикладів, 

що використовуються для тренування моделі машинного навчання. Ця таблиця 

може поповнюватися як синтетичними даними, згенерованими класом 

DatasetGenerator, так і реальними випадками з практики сервісного центру після 

валідації експертами. 

Структура таблиці включає первинний ключ id типу INTEGER з 

AUTO_INCREMENT. Атрибути device_type, symptoms та fault_type 

відповідають аналогічним полям з diagnosis_history та зберігають категорію 

пристрою, набір симптомів та тип несправності. Відмінністю є те, що у 

training_data fault_type представляє достовірний діагноз, а не прогноз моделі. 

Атрибути repair_solution, repair_difficulty, estimated_time та estimated_cost 

зберігають детальну інформацію про процес ремонту, що є цільовими змінними 

для моделі. Атрибут created_at типу DATETIME фіксує час додавання запису до 

навчальної вибірки. 

Важливою особливістю проектування є можливість міграції валідованих 

записів з diagnosis_history до training_data після підтвердження коректності 

діагностики фактичним ремонтом. Це забезпечує механізм безперервного 

навчання системи на реальних даних з експлуатації. 

Таблиця knowledge_base містить структуровану експертну інформацію 

про кожен тип несправності для всіх категорій пристроїв. Ця таблиця забезпечує 

функціональність довідкової системи та надає користувачам детальну 

інформацію про симптоми, причини виникнення та методи профілактики 

несправностей. 

Структура таблиці включає первинний ключ id типу INTEGER. Атрибути 

device_type та fault_type формують композитний природний ключ, що 

однозначно ідентифікує статтю у базі знань. Атрибут description типу TEXT 

містить детальний опис несправності, включаючи типові симптоми, особливості 

прояву та діагностичні ознаки. Атрибут causes типу TEXT зберігає інформацію 
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про найбільш імовірні причини виникнення несправності, що може включати 

фактори експлуатації, дефекти виробництва, вплив зовнішніх умов. Атрибут 

prevention типу TEXT містить рекомендації щодо профілактики несправності, 

правильної експлуатації обладнання, періодичного обслуговування. Атрибут 

created_at фіксує час створення або оновлення статті. 

Зв'язки між таблицями між таблицями реалізовані через спільні 

атрибути, що забезпечують семантичні зв'язки між сутностями предметної 

області. Таблиці diagnosis_history, training_data та knowledge_base пов'язані через 

атрибути device_type та fault_type (predicted_fault у diagnosis_history). Це 

дозволяє для кожної діагностики отримати відповідну статтю з бази знань та 

порівняти прогноз з аналогічними випадками з навчальної вибірки. 

Відсутність жорстких зовнішніх ключів (FOREIGN KEY constraints) 

обумовлена специфікою SQLite та вимогами гнучкості системи. Зокрема, 

система може зберігати діагностики для нових типів несправностей, що ще не 

представлені у knowledge_base, що є природним для еволюції системи при появі 

нових типів обладнання або нетипових несправностей. Референційна цілісність 

забезпечується на рівні бізнес-логіки через перевірки у класі DatabaseManager. 

2.3. Проектування моделі машинного навчання 

Проектування моделі машинного навчання для класифікації 

несправностей технічних пристроїв включало вибір алгоритму, визначення 

структури вхідних ознак, налаштування гіперпараметрів та розробку процедур 

навчання і валідації. Ключовими вимогами до моделі були висока точність 

класифікації (не менше 85%), робастність до шуму в даних, інтерпретованість 

результатів через можливість оцінки важливості ознак, швидкість прогнозування 

для забезпечення інтерактивної роботи. 

Як основний метод класифікації був обраний алгоритм Random Forest 

(випадковий ліс) як оптимальне рішення для задачі багатокласової класифікації 

з бінарними ознаками. Обґрунтування вибору базувалося на результатах 
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порівняльного аналізу, проведеного у розділі 1.2, та наступних перевагах 

алгоритму для конкретної предметної області. 

По-перше, Random Forest демонструє високу точність класифікації завдяки 

ансамблевому підходу, де кінцеве рішення формується голосуванням множини 

дерев рішень, що знижує дисперсію та підвищує узагальнюючу здатність моделі. 

По-друге, алгоритм природно обробляє бінарні ознаки (наявність/відсутність 

симптомів) без необхідності складних трансформацій або нормалізації. По-третє, 

робастність до перенавчання при збільшенні кількості дерев дозволяє 

використовувати великі ансамблі (250 дерев) без ризику погіршення якості на 

тестових даних. По-четверте, вбудована оцінка важливості ознак надає 

інтерпретованість моделі та дозволяє ідентифікувати найбільш інформативні 

симптоми для діагностики [60]. 

По-п'яте, Out-of-Bag оцінка забезпечує незміщену оцінку узагальнюючої 

здатності без необхідності окремої валідаційної вибірки, що особливо важливо 

при обмежених обсягах даних. По-шосте, паралелізація навчання дерев через 

параметр n_jobs=-1 у scikit-learn дозволяє ефективно використовувати 

багатоядерні процесори та скорочувати час навчання. По-сьоме, алгоритм 

демонструє стабільність при додаванні нових класів несправностей, що важливо 

для еволюції системи. 

Підготовка даних для навчання моделі є критично важливим етапом 

побудови моделі машинного навчання, що визначає якість класифікації. Процес 

підготовки включає формування простору ознак, кодування категоріальних 

змінних та розділення на навчальну і тестову вибірки. 

Формування простору ознак базується на представленні кожного 

випадку діагностики у вигляді вектора бінарних ознак, що відображають 

наявність або відсутність симптомів. Загальна кількість унікальних симптомів у 

системі становить 48 ознак, розподілених між чотирма категоріями пристроїв: 10 

симптомів для блоків живлення ноутбуків, 12 симптомів для блоків живлення 
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ПК, 12 симптомів для струменевих принтерів, 14 симптомів для лазерних 

принтерів. Додатково вводиться категоріальна ознака device_type, що кодує тип 

пристрою. 

Векторизація симптомів здійснюється методом one-hot encoding, де кожен 

симптом представляється окремою бінарною ознакою зі значенням 1 у випадку 

наявності симптому та 0 у випадку відсутності. Така бінарна векторизація 

природно відображає специфіку діагностики, де симптоми можуть 

комбінуватися у різних сполученнях. Вхідний вектор ознак для моделі має 

розмірність 49 (48 бінарних ознак симптомів + 1 категоріальна ознака типу 

пристрою після кодування). 

Категоріальна ознака device_type кодується методом Label Encoding, що 

присвоює кожному типу пристрою унікальне цілочисельне значення: 0 для 

блоків живлення ноутбуків, 1 для блоків живлення ПК, 2 для струменевих 

принтерів, 3 для лазерних принтерів. Такий підхід доцільний для алгоритму 

Random Forest, оскільки дерева рішень здатні обробляти порядкові змінні та 

автоматично знаходити оптимальні точки розбиття. 

Цільова змінна (мітка класу) представляє тип несправності та приймає 

одне з 26 можливих значень, що відповідають класам несправностей: 7 класів 

для блоків живлення ноутбуків (пошкоджений кабель, розхитаний роз'єм, 

проблеми живлення, нестабільна напруга, несправність USB, несправність 

контролерів, критична несправність BGA), 7 класів для блоків живлення ПК 

(Stand BY несправність, вентилятор, нестабільність 5V/12V, високочастотний 

свист, перенапруга, вибух конденсатора, PFC несправність), 6 класів для 

струменевих принтерів (засорення дюз, пошкодження головки, переповнення 

абсорбера, роликовий механізм, CISS шлейф, картридж), 6 класів для лазерних 

принтерів (термоблок, зношений барабан, роликовий механізм, з'єднання, 

магнітний вал, лазерний блок). 
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Розділення на навчальну та тестову вибірки виконується методом 

стратифікованого розбиття (stratified split) з використанням функції 

train_test_split бібліотеки scikit-learn. Співвідношення розміру тестової вибірки 

до навчальної встановлено на рівні 15% (test_size=0.15), що є стандартною 

практикою для вибірок середнього розміру (2000-5000 записів). Стратифікація 

забезпечує збереження пропорцій класів у навчальній та тестовій вибірках, що 

критично важливо для коректної оцінки точності класифікації при наявності 

незбалансованих класів [59]. 

Параметр random_state=42 фіксує початкове значення генератора 

випадкових чисел, що забезпечує відтворюваність результатів при повторних 

запусках навчання [49]. Це важливо для верифікації результатів, порівняльних 

експериментів та налагодження системи. При обсязі навчальної вибірки 2000 

записів навчальна частина містить 1700 прикладів, тестова - 300 прикладів. 

Налаштування гіперпараметрів Random Forest є ключовим фактором, 

що визначає якість класифікації, швидкість навчання та узагальнюючу здатність 

моделі. На основі результатів попередніх експериментів та рекомендацій 

наукової літератури було встановлено наступні значення гіперпараметрів, що 

зберігаються у конфігураційному модулі config.py у словнику ML_CONFIG. 

Параметр n_estimators=250 визначає кількість дерев рішень в ансамблі. 

Збільшення кількості дерев покращує точність класифікації та знижує дисперсію 

моделі, однак збільшує час навчання та прогнозування лінійно пропорційно до 

кількості дерев. Значення 250 дерев забезпечує оптимальний баланс між 

точністю (87-92% accuracy) та швидкодією (час навчання 10-30 секунд на 2000 

записів, час прогнозу <100 мс). Експериментально встановлено, що подальше 

збільшення до 500 дерев підвищує точність лише на 0.5-1%, що не виправдовує 

подвоєння часу обчислень. 

Параметр max_depth=12 обмежує максимальну глибину кожного дерева 

рішень [43]. Це запобігає створенню надто глибоких дерев, що схильні до 
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перенавчання на тренувальних даних. Значення 12 рівнів дозволяє моделювати 

складні нелінійні залежності між симптомами та несправностями, зберігаючи 

при цьому узагальнюючу здатність. Для порівняння: необмежена глибина 

призводить до перенавчання з accuracy 100% на навчальній вибірці але лише 75-

80% на тестовій; глибина 8 недостатня для моделювання складних випадків 

(accuracy 82-85%). 

Параметр min_samples_split=5 визначає мінімальну кількість об'єктів у 

вузлі, необхідну для його подальшого розбиття. Це обмеження запобігає 

створенню вузлів з дуже малою кількістю прикладів, що підвищує статистичну 

значущість розбиттів та знижує ризик перенавчання. Параметр 

min_samples_leaf=2 встановлює мінімальну кількість об'єктів у листі дерева. 

Значення 2 є компромісом між деталізацією правил (значення 1 дозволяє 

створювати правила для окремих прикладів) та узагальненням (більші значення 

призводять до втрати інформації). 

Параметр max_features='sqrt' визначає кількість ознак, що розглядаються 

при виборі оптимального розбиття у кожному вузлі. Значення 'sqrt' означає, що 

розглядається квадратний корінь із загальної кількості ознак, тобто приблизно 7 

ознак із 49 доступних. Така рандомізація знижує кореляцію між деревами в 

ансамблі, що є ключовим для ефективності Random Forest. Альтернативні 

значення 'log2' або 'None' (всі ознаки) демонструють гіршу точність у проведених 

експериментах. 

Параметр bootstrap=True активує використання bootstrap-вибірки (вибір з 

поверненням) для навчання кожного дерева [52]. Це забезпечує різноманітність 

дерев в ансамблі, оскільки кожне дерево навчається на дещо різному наборі 

даних. Параметр oob_score=True увімкнює обчислення Out-of-Bag оцінки 

точності, що використовується для валідації моделі без необхідності окремої 

валідаційної вибірки. Параметр n_jobs=-1 активує паралельне навчання дерев з 
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використанням усіх доступних ядер процесора, що скорочує час навчання у 4-8 

разів на сучасних багатоядерних системах. 

Додатково застосовується параметр class_weight='balanced' для 

автоматичного балансування ваг класів пропорційно зворотній частоті їх появи 

у навчальній вибірці [45]. Це компенсує можливу незбалансованість класів та 

забезпечує рівномірну точність класифікації для всіх типів несправностей, 

включаючи рідкісні. 

2.4. Проектування інтерфейсу користувача 

Проектування графічного інтерфейсу користувача (GUI) є критично 

важливим етапом розробки системи підтримки прийняття рішень, оскільки 

визначає ефективність взаємодії між користувачем та функціональністю 

системи. Основними принципами проектування інтерфейсу були інтуїтивність, 

консистентність, зворотний зв'язок та ефективність виконання типових операцій. 

Загальна структура інтерфейсу базувалося на концепції багатовіконного 

додатку з табуляційною навігацією. Головне вікно (MainWindow) організоване 

навколо компонента QTabWidget, що містить чотири основні функціональні 

модулі: віджет діагностики, віджет історії діагностик, віджет статистики та 

аналітики, віджет бази знань. Такий підхід забезпечує логічне групування 

функціональності та дозволяє користувачу швидко переключатися між різними 

режимами роботи. 

Меню додатку включає три розділи: Файл (експорт звітів, вихід), Вигляд 

(перемикання теми оформлення), Модель (управління ML моделлю, 

перенавчання). Панель стану у нижній частині вікна відображає актуальну 

інформацію про завантажену модель, включаючи точність класифікації та дату 

останнього навчання. Розмір головного вікна встановлено 1200x800 пікселів, що 

забезпечує комфортне відображення на сучасних екранах з роздільною 

здатністю 1366x768 та вище. 
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Діаграма прецедентів. На рисунку 2.3 представлено діаграму прецедентів 

(Use Case diagram), що ілюструє основні сценарії використання системи та 

взаємодію актора (технічного фахівця) з функціональністю додатку. 

 

 
 

        Рисунок 2.3 – Діаграма прецедентів системи 
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Віджет діагностики (DiagnosisWidget) реалізує основну 

функціональність системи та організований як багатокрокова послідовність 

етапів діагностики. Інтерфейс базується на компоненті QStackedWidget, що 

дозволяє перемикатися між чотирма екранами (stages): вибір пристрою та 

симптомів, відображення альтернативних варіантів, результат діагностики, 

рекомендація експертної консультації [18]. 

Перший екран містить випадний список (QComboBox) для вибору типу 

пристрою з чотирьох доступних категорій. Після вибору типу пристрою 

динамічно генерується набір чекбоксів (QCheckBox) для відзначення наявних 

симптомів. Кількість чекбоксів варіюється від 10 до 14 залежно від типу 

пристрою. Чекбокси організовані у вертикальний список з можливістю 

прокручування (QScrollArea) для забезпечення коректного відображення при 

різних роздільностях екрану. Кнопка Виконати діагностику активується лише 

після вибору пристрою та відзначення хоча б одного симптому, що запобігає 

некоректному використанню системи. 

Другий екран відображається при рівні впевненості класифікації у 

діапазоні 60-75% та представляє три найбільш імовірні варіанти несправностей 

у вигляді переліку з радіокнопками (QRadioButton). Для кожного варіанту 

відображається тип несправності, ймовірність у відсотках, рекомендоване 

рішення та оціночні параметри (складність, час, вартість). Користувач може 

вибрати найбільш доречний варіант на основі додаткових міркувань або 

провести додаткову діагностику. Кнопки Підтвердити вибір та Повернутися 

назад надають гнучкість навігації. 

Третій екран відображає результат діагностики при впевненості понад 75% 

у вигляді структурованої інформаційної картки. Компоненти включають: тип 

пристрою та список симптомів у верхній частині, визначену несправність із 

виділенням кольором залежно від складності (зелений для легких, жовтий для 

середніх, червоний для складних), детальний опис рекомендованого рішення, 
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оціночні параметри у табличному форматі (складність, час у хвилинах, вартість 

у гривнях), рівень впевненості у вигляді прогрес-бару (QProgressBar). Кнопки 

дозволяють зберегти результат у історію, експортувати звіт у PDF, виконати нову 

діагностику. 

Четвертий екран активується при впевненості менше 60% та інформує 

користувача про недостатність даних для автоматичної діагностики. Екран 

містить повідомлення з рекомендацією провести інструментальну перевірку або 

проконсультуватися з більш досвідченим спеціалістом, список введених 

симптомів для верифікації, пропозицію додати додаткові симптоми, кнопки для 

повернення до вибору симптомів або збереження інформації про невдалу 

діагностику для аналізу. 

Віджет історії (HistoryWidget) надає табличне відображення всіх 

виконаних діагностик з можливістю пошуку, фільтрації та сортування. 

Основним компонентом є QTableWidget з налаштованими колонками: дата та час 

діагностики, тип пристрою, виявлена несправність, рівень впевненості, 

складність ремонту, орієнтовний час, оцінена вартість. Ширина колонок 

оптимізована для максимальної інформативності без необхідності 

горизонтального прокручування. 

Рядки таблиці мають кольорове кодування впевненості: зелений колір для 

записів з впевненістю понад 85%, жовтий для 70-85%, помаранчевий для 60-70%, 

сірий для нижче 60% [29]. Це дозволяє візуально ідентифікувати діагностики, що 

потребують верифікації. Подвійний клік на рядку відкриває детальний перегляд 

діагностики з можливістю редагування (додавання фактично виявленої 

несправності, відгуку користувача) та видалення запису. 

Панель інструментів над таблицею містить поле пошуку (QLineEdit) з 

фільтрацією у реальному часі за всіма текстовими полями, випадний список 

фільтрації за типом пристрою, селектор діапазону дат для відображення 

діагностик за певний період, кнопки експорту вибраних записів у CSV або Excel 
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формат. Статистичний блок у нижній частині показує загальну кількість записів, 

середню впевненість класифікації, розподіл за типами пристроїв. 

Віджет статистики (StatisticsWidget) візуалізує аналітичну інформацію 

про роботу системи з використанням графіків matplotlib, інтегрованих через 

FigureCanvas. Віджет містить дві основні діаграми, розташовані вертикально. 

Верхня діаграма представляє вертикальну стовпчасту діаграму розподілу 

діагностик за типами пристроїв. Вісь X містить чотири категорії пристроїв, вісь 

Y відображає кількість діагностик. Стовпці мають різні кольори для кращої 

диференціації. Над кожним стовпцем відображається точне числове значення. 

Діаграма дозволяє ідентифікувати найбільш затребувані категорії діагностики. 

Нижня діаграма є горизонтальною стовпчастою діаграмою топ-10 

найпоширеніших несправностей у системі. Вісь Y містить назви несправностей, 

вісь X відображає кількість випадків. Кольори стовпців градієнтні від темно-

синього (найпоширеніша) до світло-блакитного (10-та позиція). Діаграма 

допомагає виявити типові проблеми, що потребують превентивних заходів або 

додаткового навчання персоналу. 

Панель керування містить випадні списки для вибору періоду аналізу 

(останній тиждень, місяць, квартал, рік, весь час), вибору типу діаграми 

(стовпчаста, кругова, лінійна), кнопку оновлення даних, кнопку експорту діаграм 

у PNG або PDF формат. Числові показники під діаграмами включають загальну 

кількість діагностик, середню впевненість, відсоток автоматичних діагностик 

(понад 75% впевненості), найпоширенішу несправність. 

Віджет бази знань (KnowledgeBaseWidget) надає структурований доступ 

до експертних знань про несправності у вигляді довідкової системи. Інтерфейс 

розділений на дві панелі: ліва панель містить дерево навігації з категоріями 

пристроїв та списком несправностей для кожної категорії, права панель 

відображає детальну інформацію про вибрану несправність. 
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Детальна інформація включає назву несправності великим жирним 

шрифтом, розділ Опис з детальним описом симптомів та діагностичних ознак, 

розділ Причини з переліком найбільш імовірних факторів виникнення, розділ 

Профілактика з рекомендаціями щодо запобігання несправності. Текст 

форматується з використанням HTML для забезпечення структурованості 

(заголовки, списки, виділення ключових термінів). 

Панель пошуку дозволяє здійснювати повнотекстовий пошук у базі знань 

з підсвічуванням знайдених термінів. Кнопка Друк активує діалог друку для 

виведення інформації про несправність на папері. Посилання між статтями 

(наприклад, згадка про схожі несправності) реалізовані як гіперпосилання для 

швидкої навігації. 

2.5. Алгоритми роботи системи 

Функціонування системи підтримки прийняття рішень базується на низці 

алгоритмів, що реалізують ключові процеси: виконання діагностики 

несправностей, навчання моделі машинного навчання на нових даних, прийняття 

рішення про стратегію відображення результатів. У даному підрозділі 

представлено формалізований опис основних алгоритмів у вигляді блок-схем та 

покрокових процедур. 

Алгоритм процесу діагностики є центральним у функціональності 

системи та включає взаємодію користувача з інтерфейсом, виконання 

класифікації моделлю машинного навчання та прийняття рішення про спосіб 

відображення результату. На рисунку 2.4 представлено блок-схему процесу 

діагностики. 
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Рисунок 2.4 – Блок-схема алгоритму процесу діагностики  
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    Рисунок 2.4, аркуш 2 – Блок-схема алгоритму процесу діагностики 
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Покроковий опис алгоритму діагностики включає наступні етапи. Крок 1: 

Користувач відкриває віджет діагностики та обирає тип пристрою зі списку 

чотирьох доступних категорій. Крок 2: Система динамічно генерує список 

чекбоксів для симптомів, специфічних для обраного типу пристрою, 

використовуючи дані з конфігураційного словника DEVICE_TYPES. Крок 3: 

Користувач відзначає наявні симптоми серед представленого списку. Крок 4: 

Система перевіряє валідність введених даних - чи відзначено хоча б один 

симптом. У випадку негативної перевірки відображається повідомлення про 

помилку з проханням відзначити симптоми. 

Крок 5: Система формує вектор ознак для моделі машинного навчання, що 

включає кодування типу пристрою (Label Encoding) та бінарну векторизацію 

симптомів (One-Hot Encoding).  

Крок 6: Виконується виклик методу predict класу RepairMLModel з 

передачею сформованого вектора ознак.  

Крок 7: Модель Random Forest виконує класифікацію шляхом голосування 

250 дерев рішень та повертає тип несправності, рівень впевненості та додаткові 

параметри (рішення, складність, час, вартість). 

Крок 8: Система аналізує рівень впевненості класифікації та приймає 

рішення про спосіб відображення результату згідно з адаптивною стратегією. 

Якщо confidence більше 0.75, система переходить до етапу STAGE_RESULTS з 

відображенням детальної інформації про визначену несправність. Якщо 

confidence у діапазоні 0.60-0.75, система переходить до етапу STAGE_OPTIONS 

з відображенням трьох найбільш імовірних варіантів несправностей, отриманих 

методом get_top_predictions [46]. Користувач може вибрати найдоречніший 

варіант на основі додаткових міркувань. Якщо confidence менше 0.60, система 

переходить до етапу STAGE_EXPERT з рекомендацією проведення 

інструментальної діагностики або консультації з експертом. 
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Крок 9: Після відображення результату та підтвердження користувачем 

система викликає метод add_diagnosis класу DatabaseManager для збереження 

інформації про діагностику у таблицю diagnosis_history.  

Крок 10: Користувачу пропонується опція експорту результату у PDF-звіт. 

При підтвердженні викликається метод export_diagnosis_report класу 

PDFExporter для генерації форматованого документу з повною інформацією про 

діагностику.  

Крок 11: Користувач може виконати нову діагностику або закрити віджет. 

Алгоритм навчання моделі реалізує процедуру перенавчання моделі 

Random Forest на оновленій навчальній вибірці. Цей процес активується 

користувачем через меню Модель або автоматично при накопиченні певної 

кількості нових валідованих записів у таблиці training_data. Блок-схема 

алгоритму представлена на рисунку 2.5. 
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Рисунок 2.5 – Блок-схема алгоритму навчання моделі 



59 

 

 
                         

    Рисунок 2.5, аркуш 2 – Блок-схема алгоритму навчання моделі 
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Покроковий опис алгоритму навчання. Крок 1: Система завантажує 

навчальні дані з таблиці training_data через метод get_training_data класу 

DatabaseManager. Дані представляються у вигляді DataFrame бібліотеки pandas з 

колонками device_type, symptoms, fault_type та додатковими атрибутами. Крок 2: 

Виконується перевірка достатності даних для навчання - для кожного класу 

несправності має бути принаймні 100 записів для забезпечення статистичної 

значущості. Класи з меншою кількістю прикладів виключаються з навчання з 

відповідним попередженням. 

Крок 3: Здійснюється векторизація ознак. Категоріальна змінна device_type 

кодується методом Label Encoding з присвоєнням числових значень 0-3. 

Симптоми векторизуються методом One-Hot Encoding з створенням бінарних 

колонок для кожного унікального симптому. Результатом є матриця ознак X 

розмірності N×49, де N - кількість записів. Крок 4: Цільова змінна fault_type 

кодується методом Label Encoding з присвоєнням унікального числового 

ідентифікатора кожному типу несправності. 

Крок 5: Навчальна вибірка розділяється на тренувальну та тестову частини 

функцією train_test_split з параметрами test_size=0.15, stratify=y, 

random_state=42. Стратифікація забезпечує пропорційне представлення всіх 

класів у обох вибірках [32]. Крок 6: Створюється об'єкт класу 

RandomForestClassifier бібліотеки scikit-learn з параметрами, визначеними у 

словнику ML_CONFIG модуля config.py: n_estimators=250, max_depth=12, 

min_samples_split=5, min_samples_leaf=2, max_features='sqrt', bootstrap=True, 

oob_score=True, n_jobs=-1, class_weight='balanced', random_state=42. 

Крок 7: Виконується навчання моделі методом fit з передачею 

тренувальної вибірки X_train та міток y_train. Процес навчання включає 

побудову 250 дерев рішень на різних bootstrap-вибірках з рандомізацією вибору 

ознак у кожному вузлі. Час навчання складає 10-30 секунд залежно від обсягу 

даних та потужності процесора. Крок 8: Модель оцінюється на тестовій вибірці 



61 

 

X_test з обчисленням метрик якості: accuracy (загальна точність), precision 

(точність для кожного класу), recall (повнота для кожного класу), f1-score 

(гармонійне середнє precision та recall), OOB score (Out-of-Bag оцінка на основі 

невикористаних прикладів). 

Крок 9: Навчена модель разом з об'єктами кодувальників (label encoders, 

vectorizers) зберігається у файл repair_model.pkl методом save_model через 

серіалізацію pickle. Це дозволяє завантажувати модель при наступних запусках 

системи без повторного навчання. Крок 10: Результати навчання відображаються 

у діалоговому вікні з деталізацією метрик якості, кількістю класів, параметрами 

моделі. Користувач отримує підтвердження успішного навчання або 

повідомлення про помилки. 
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РОЗДІЛ 3 

РЕАЛІЗАЦІЯ СИСТЕМИ ПІДТРИМКИ ПРИЙНЯТТЯ РІШЕНЬ З 

ДІАГНОСТИКИ КОМП'ЮТЕРНОЇ ТЕХНІКИ 

3.1. Технології та інструменти розробки 

Основою системи обрано мову програмування Python версії 3.12, що 

зумовлено її широким застосуванням у галузі аналізу даних та машинного 

навчання, наявністю розвиненої екосистеми бібліотек, а також високим рівнем 

читабельності коду [14]. Python забезпечує швидку розробку прототипів та 

ефективну підтримку проекту завдяки динамічній типізації та об'єктно-

орієнтованій парадигмі програмування [16]. 

Для реалізації графічного інтерфейсу користувача було обрано фреймворк 

PyQt6 – актуальну версію бібліотеки, що є Python-біндінгом до 

кросплатформенного фреймворку Qt6. Вибір PyQt6 обґрунтовується наступними 

факторами: підтримка сучасних стандартів розробки GUI, можливість створення 

нативних віджетів для різних операційних систем (Windows, Linux, macOS), 

наявність засобів для роботи з базами даних через Qt SQL, а також розвинена 

система сигналів та слотів для забезпечення реактивності інтерфейсу. PyQt6 

дозволяє реалізувати складні багатовкладкові інтерфейси з підтримкою 

тематизації, що забезпечує високу якість користувацького досвіду [17]. 

Для розробки моделей машинного навчання застосовано бібліотеку scikit-

learn версії 1.3+, яка є стандартом де-факто для задач класифікації та регресії в 

екосистемі Python. Scikit-learn забезпечує реалізацію широкого спектру 

алгоритмів навчання з учителем, включаючи ансамблеві методи, що застосовані 

в даній роботі. Бібліотека характеризується уніфікованим API, що спрощує 

експериментування з різними моделями, а також включає засоби для 

попередньої обробки даних, оцінки якості моделей та кросвалідації. 

 

Система керування базою даних SQLite обрана як основне сховище даних 

завдяки її автономності (не потребує окремого серверного процесу), надійності 
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(транзакційна модель з підтримкою ACID) та портативності (вся база даних 

зберігається в єдиному файлі) [23]. SQLite забезпечує достатню продуктивність 

для локального застосунку та підтримує повноцінний SQL-синтаксис для 

складних запитів [24]. 

Для візуалізації статистичних даних застосовано бібліотеку matplotlib 

версії 3.8+, що дозволяє створювати якісні графіки та діаграми безпосередньо в 

інтерфейсі застосунку через механізм FigureCanvas. Matplotlib забезпечує широкі 

можливості налаштування візуалізацій та їх інтеграції з PyQt6. 

Генерація PDF-звітів реалізована засобами бібліотеки ReportLab, що 

спеціалізується на програмному створенні документів у форматі PDF. ReportLab 

підтримує роботу з Unicode-шрифтами, що критично важливо для коректного 

відображення української мови, та забезпечує гнучке форматування документів 

через систему стилів та елементів макету (Platypus framework). 

Структура проекту організована за модульним принципом, що відповідає 

кращим практикам розробки програмного забезпечення [26]: 

- database/ – модуль роботи з базою даних (db_manager.py); 

- ml/ – модуль машинного навчання (model.py, dataset_generator.py); 

- gui/ – модуль графічного інтерфейсу (main_window.py, diagnosis_widget.py, 

history_widget.py, statistics_widget.py, knowledge_base_widget.py); 

- utils/ – допоміжні утиліти (logger.py, pdf_exporter.py); 

- config.py – конфігураційні параметри системи; 

- main.py – точка входу в програму. 

Така організація забезпечує високу зв'язність всередині модулів та слабку 

залежність між модулями, що спрощує тестування та подальший розвиток 

системи. 

Для забезпечення коректної роботи в скомпільованому вигляді 

застосовано PyInstaller – інструмент для створення автономних виконуваних 

файлів з Python-скриптів [56]. У конфігураційному модулі реалізовано 
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спеціальні функції для визначення режиму виконання та коректного формування 

шляхів до ресурсів як при звичайному запуску, так і при роботі з .exe-файлу. 

Лістинг 3.1 – Функції для роботи з PyInstaller (config.py): 

def get_base_path(): 

    """ 

    Повертає базовий шлях до директорії програми. 

    Працює коректно як при звичайному запуску, так і при запуску з .exe 

    """ 

    if getattr(sys, 'frozen', False): 

        # Програма запущена як .exe (PyInstaller) 

        # sys._MEIPASS - тимчасова папка, куди PyInstaller розпаковує файли 

        return Path(sys._MEIPASS) 

    else: 

        # Звичайний запуск через Python 

        return Path(__file__).parent 

 

def get_resource_path(relative_path): 

    """ 

    Повертає абсолютний шлях до ресурсу. 

    Працює коректно з PyInstaller. 

    """ 

    base_path = get_base_path() 

    return base_path / relative_path 

Як видно з лістингу 3.1, функція get_base_path() перевіряє атрибут 

sys.frozen для визначення режиму виконання. У разі роботи зі скомпільованого 

.exe, використовується тимчасова директорія sys._MEIPASS, куди PyInstaller 

розпаковує ресурси при запуску. При звичайному виконанні через інтерпретатор 

Python функція повертає шлях до директорії, де розташований файл config.py. 

Версійний контроль та інформація про оновлення системи зберігаються в 

конфігураційних константах, що забезпечує централізоване управління 

метаданими застосунку. 
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Таким чином, обраний технологічний стек забезпечує баланс між 

функціональністю, продуктивністю та зручністю розробки, що підтверджується 

успішною реалізацією всіх запланованих компонентів системи. 

3.2. Реалізація бази даних 

База даних є критично важливим компонентом інтелектуальної системи 

підтримки прийняття рішень, оскільки забезпечує надійне зберігання навчальних 

даних, історії діагностик, бази знань та статистичної інформації. У процесі 

проектування було розроблено оптимізовану схему даних, що відповідає 

принципам нормалізації та забезпечує ефективний доступ до інформації. 

Реалізація взаємодії з базою даних інкапсульована в класі 

DatabaseManager, що відповідає патерну Data Access Object (DAO) та забезпечує 

повну ізоляцію логіки роботи з даними від решти компонентів системи. Клас 

надає високорівневі методи для виконання операцій CRUD (Create, Read, Update, 

Delete) над даними, приховуючи деталі роботи з SQL від клієнтського коду. 

Структура бази даних складається з трьох основних таблиць, кожна з яких 

виконує специфічну функцію в системі: 

1. diagnosis_history – зберігає історію виконаних діагностик з повною 

інформацією про вхідні параметри, результати роботи моделі та оцінки 

впевненості. Ця таблиця служить як для аналізу ефективності системи, так і для 

збору даних для подальшого дообучення моделі; 

2. training_data – містить навчальні дані для моделі машинного навчання, 

включаючи типи пристроїв, симптоми, класифікацію несправностей та супутню 

інформацію про складність і вартість ремонту; 

3. knowledge_base – реалізує базу знань про типові несправності з 

детальними описами, причинами виникнення та рекомендаціями щодо 

профілактики. 

Лістинг 3.2 – Ініціалізація структури бази даних (db_manager.py): 

def _initialize_database(self) -> None: 

    """Ініціалізація бази даних та створення таблиць""" 
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    try: 

        self.connection = sqlite3.connect(self.db_path) 

        self.connection.row_factory = sqlite3.Row 

        cursor = self.connection.cursor() 

        # Таблиця історії діагностик 

        cursor.execute(''' 

            CREATE TABLE IF NOT EXISTS diagnosis_history ( 

                id INTEGER PRIMARY KEY AUTOINCREMENT, 

                device_type TEXT NOT NULL, 

                symptoms TEXT NOT NULL, 

                predicted_fault TEXT NOT NULL, 

                repair_solution TEXT NOT NULL, 

                difficulty TEXT NOT NULL, 

                estimated_time INTEGER, 

                estimated_cost REAL, 

                confidence REAL, 

                timestamp DATETIME DEFAULT CURRENT_TIMESTAMP, 

                user_feedback TEXT, 

                actual_fault TEXT 

            ) 

        ''') 

        # Таблиця навчальних даних 

        cursor.execute(''' 

            CREATE TABLE IF NOT EXISTS training_data ( 

                id INTEGER PRIMARY KEY AUTOINCREMENT, 

                device_type TEXT NOT NULL, 

                symptoms TEXT NOT NULL, 

                fault_type TEXT NOT NULL, 

                repair_solution TEXT NOT NULL, 

                repair_difficulty TEXT NOT NULL, 

                estimated_time INTEGER NOT NULL, 

                estimated_cost REAL NOT NULL, 

                created_at DATETIME DEFAULT CURRENT_TIMESTAMP 

            ) 
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        ''') 

        # Таблиця бази знань 

        cursor.execute(''' 

            CREATE TABLE IF NOT EXISTS knowledge_base ( 

                id INTEGER PRIMARY KEY AUTOINCREMENT, 

                device_type TEXT NOT NULL, 

                fault_type TEXT NOT NULL, 

                description TEXT NOT NULL, 

                causes TEXT NOT NULL, 

                prevention TEXT NOT NULL, 

                created_at DATETIME DEFAULT CURRENT_TIMESTAMP 

            ) 

        ''') 

        self.connection.commit() 

        logger.info("База даних успішно ініціалізована") 

    except sqlite3.Error as e: 

        logger.error(f"Помилка ініціалізації БД: {e}") 

        raise 

У лістингу 3.2 представлено метод ініціалізації бази даних. Використання 

конструкції CREATE TABLE IF NOT EXISTS забезпечує ідемпотентність 

операції – скрипт можна безпечно виконувати багаторазово без ризику втрати 

даних. Налаштування row_factory = sqlite3.Row дозволяє отримувати результати 

запитів у вигляді словників, що значно спрощує подальшу обробку даних. 

Важливою особливістю реалізації є використання автоматичних полів 

timestamp та created_at з функцією CURRENT_TIMESTAMP, що забезпечує 

автоматичну фіксацію часу створення записів без необхідності явного 

передавання цього параметра з програмного коду. 

Метод додавання діагностики до історії демонструє типовий підхід до 

виконання операцій INSERT з параметризованими запитами: 

Лістинг 3.3 – Додавання запису про діагностику (db_manager.py): 

def add_diagnosis(self, device_type: str, symptoms: str,  

                 predicted_fault: str, repair_solution: str, 
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                 difficulty: str, estimated_time: int, 

                 estimated_cost: float, confidence: float) -> int: 

    """Додавання запису про діагностику""" 

    try: 

        cursor = self.connection.cursor() 

        cursor.execute(''' 

            INSERT INTO diagnosis_history  

            (device_type, symptoms, predicted_fault, repair_solution, 

             difficulty, estimated_time, estimated_cost, confidence) 

            VALUES (?, ?, ?, ?, ?, ?, ?, ?) 

        ''', (device_type, symptoms, predicted_fault, repair_solution, 

              difficulty, estimated_time, estimated_cost, confidence)) 

         

        self.connection.commit() 

        logger.info(f"Додано діагностику #{cursor.lastrowid}") 

        return cursor.lastrowid 

         

    except sqlite3.Error as e: 

        logger.error(f"Помилка додавання діагностики: {e}") 

        return -1 

Використання параметризованих запитів (символ ?) є критично важливим 

для запобігання SQL-ін'єкціям та забезпечення коректної обробки спеціальних 

символів у текстових полях [62]. Метод повертає ідентифікатор створеного 

запису (cursor.lastrowid), що може бути використаний для подальших операцій з 

цим записом. 

Для отримання статистичної інформації реалізовано метод, що виконує 

агрегуючі запити з групуванням: 

Лістинг 3.4 – Отримання статистики (db_manager.py): 

def get_statistics(self) -> Dict: 

    """Отримання статистики""" 

    try: 

        cursor = self.connection.cursor() 

        # Загальна кількість діагностик 
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        cursor.execute('SELECT COUNT(*) as count FROM diagnosis_history') 

        total = cursor.fetchone()['count'] 

        # По типах пристроїв 

        cursor.execute(''' 

            SELECT device_type, COUNT(*) as count  

            FROM diagnosis_history  

            GROUP BY device_type 

        ''') 

        by_device = dict(cursor.fetchall()) 

        # По несправностям 

        cursor.execute(''' 

            SELECT predicted_fault, COUNT(*) as count  

            FROM diagnosis_history  

            GROUP BY predicted_fault 

            ORDER BY count DESC 

            LIMIT 10 

        ''') 

        by_fault = dict(cursor.fetchall()) 

        # Середня точність 

        cursor.execute('SELECT AVG(confidence) as avg FROM diagnosis_history') 

        avg_confidence = cursor.fetchone()['avg'] or 0 

        return { 

            'total_diagnoses': total, 

            'by_device': by_device, 

            'by_fault': by_fault, 

            'avg_confidence': avg_confidence 

        } 

         

    except sqlite3.Error as e: 

        logger.error(f"Помилка отримання статистики: {e}") 

        return {} 

Метод get_statistics() виконує чотири окремі запити для отримання різних 

метрик: загальної кількості діагностик, розподілу по типах пристроїв, топ-10 

найчастіших несправностей та середньої впевненості моделі. Результати 
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повертаються у вигляді структурованого словника, що спрощує їх подальше 

відображення в інтерфейсі користувача. 

Для забезпечення функціональності пошуку реалізовано метод з 

використанням оператора LIKE: 

Лістинг 3.5 – Пошук в історії діагностик (db_manager.py): 

def search_diagnosis(self, search_term: str) -> List[Dict]: 

    """Пошук в історії діагностик""" 

    try: 

        cursor = self.connection.cursor() 

        cursor.execute(''' 

            SELECT * FROM diagnosis_history  

            WHERE device_type LIKE ?  

               OR symptoms LIKE ? 

               OR predicted_fault LIKE ? 

            ORDER BY timestamp DESC 

        ''', (f'%{search_term}%', f'%{search_term}%', f'%{search_term}%')) 

        rows = cursor.fetchall() 

        return [dict(row) for row in rows] 

    except sqlite3.Error as e: 

        logger.error(f"Помилка пошуку: {e}") 

        return [] 

Пошук виконується по трьох полях: типу пристрою, симптомах та 

виявленій несправності. Використання оператора LIKE з шаблоном 

%search_term% забезпечує нечутливий до регістру пошук підрядків у будь-якому 

місці текстового поля. Результати сортуються за часовою міткою у зворотньому 

порядку, що дозволяє відображати найновіші записи першими. 

Важливим аспектом реалізації є коректна обробка винятків. У всіх методах 

класу DatabaseManager передбачено блоки try-except для перехоплення 

виключень типу sqlite3.Error. При виникненні помилки інформація логується, 

після чого метод повертає значення за замовчуванням (порожній список, 
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порожній словник або -1), що дозволяє системі продовжувати роботу навіть при 

проблемах з базою даних. 

Архітектура класу DatabaseManager дозволяє легко розширювати 

функціональність додаванням нових методів без впливу на існуючий код. 

Наприклад, у майбутньому можна додати методи для оновлення записів 

(UPDATE), видалення записів (DELETE), або реалізувати більш складні 

аналітичні запити з JOIN-операціями між таблицями. 

Таким чином, реалізована підсистема роботи з базою даних забезпечує 

надійне зберігання інформації, ефективний доступ до даних та гнучкість для 

подальшого розвитку функціональності системи. 

3.3. Реалізація моделі машинного навчання 

Ядром інтелектуальної системи діагностики є модель машинного 

навчання, реалізована в класі RepairMLModel. Вибір алгоритму та підходу до 

навчання базується на аналізі специфіки задачі: необхідність класифікації 

несправностей на основі множинних категоріальних ознак (симптомів), 

важливість інтерпретованості результатів для кінцевого користувача та потреба 

в оцінці впевненості моделі. 

Для вирішення задачі класифікації обрано алгоритм Random Forest 

(Випадковий ліс) з бібліотеки scikit-learn. Random Forest є ансамблевим методом, 

що базується на побудові множини дерев рішень з подальшим усередненням їх 

прогнозів. Цей підхід забезпечує високу точність класифікації, стійкість до 

перенавчання та можливість роботи з високорозмірними даними. Крім того, 

Random Forest дозволяє отримувати оцінки важливості ознак, що є цінним для 

аналізу впливу окремих симптомів на діагноз. 

Архітектура класу RepairMLModel включає наступні ключові компоненти: 

- модель машинного навчання (RandomForestClassifier); 

- енкодери для категоріальних змінних (LabelEncoder для типу пристрою 

та типу несправності) [51]; 
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- векторизатор симптомів (власна реалізація на основі бінарного 

кодування); 

- навчальні дані та метрики якості моделі. 

Лістинг 3.6 – Ініціалізація класу моделі (model.py): 

class RepairMLModel: 

    """Клас для машинного навчання діагностики несправностей""" 

    def __init__(self): 

        self.model: Optional[RandomForestClassifier] = None 

        self.device_encoder = LabelEncoder() 

        self.fault_encoder = LabelEncoder() 

        self.symptom_vectorizer: Optional[Dict] = None 

        self.all_symptoms: List[str] = [] 

        self.training_data: Optional[pd.DataFrame] = None 

        self.accuracy: float = 0.0 

        selg.is_trained: bool = False 

Центральним методом класу є метод train(), що реалізує повний цикл 

навчання моделі від попередньої обробки даних до оцінки якості. 

Лістинг 3.7 – Метод навчання моделі (model.py, фрагмент): 

def train(self, df: pd.DataFrame) -> Dict[str, float]: 

    """Навчання моделі на датасеті з покращеною обробкою помилок""" 

    try: 

        logger.info("Початок навчання моделі...") 

        # Перевірка мінімальної кількості даних 

        if len(df) < 20: 

            raise ValueError(f"Недостатньо даних для навчання: {len(df)} записів.") 

        self.training_data = df.copy() 

        # Фільтрація рідкісних класів 

        fault_counts = df['fault_type'].value_counts() 

        min_samples = 3 

        rare_faults = fault_counts[fault_counts < min_samples].index 

        if len(rare_faults) > 0: 

            logger.warning(f"Видалено {len(rare_faults)} рідкісних класів") 

            df = df[~df['fault_type'].isin(rare_faults)] 
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        # Витягування всіх симптомів 

        self._extract_all_symptoms(df) 

        # Підготовка ознак 

        X_symptoms = np.array([ 

            self._create_symptom_features(text)  

            for text in df['symptoms'] 

        ]) 

        # Кодування типу пристрою 

        X_device = self.device_encoder.fit_transform(df['device_type']).reshape(-1, 1) 

        # Об'єднання ознак 

        X = np.concatenate([X_device, X_symptoms], axis=1) 

        # Цільова змінна 

        y = self.fault_encoder.fit_transform(df['fault_type']) 

У наведеному фрагменті реалізовано критично важливу попередню 

обробку даних. По-перше, перевіряється мінімальна кількість записів (не менше 

20), що необхідно для коректного розділення на навчальну та тестову вибірки. 

По-друге, виконується фільтрація рідкісних класів – несправностей, для яких є 

менше трьох прикладів. Це запобігає проблемам при стратифікованому 

розділенні даних та підвищує стабільність навчання. 

Метод _create_symptom_features() реалізує векторизацію симптомів за 

допомогою бінарного кодування: 

Лістинг 3.8 – Створення векторного представлення симптомів (model.py): 

def _create_symptom_features(self, symptoms_text: str) -> np.ndarray: 

    """Створення векторного представлення симптомів""" 

    symptoms = [s.strip() for s in symptoms_text.split(',')] 

    vector = np.zeros(len(self.all_symptoms)) 

     

    for i, symptom in enumerate(self.all_symptoms): 

        if symptom in symptoms: 

            vector[i] = 1 

     

    return vector 
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Кожен симптом з переліку all_symptoms представляється окремою 

бінарною ознакою (1 – симптом присутній, 0 – відсутній) [63]. Такий підхід, 

відомий як one-hot encoding для множинних міток, ефективно працює з 

ансамблевими методами та забезпечує можливість комбінування симптомів. 

Продовження методу train() включає створення та навчання моделі: 

Лістинг 3.9 – Налаштування та навчання Random Forest (model.py, 

продовження): 

        # Розділення даних з стратифікацією 

        try: 

            X_train, X_test, y_train, y_test = train_test_split( 

                X, y, 

                test_size=ML_CONFIG['test_size'], 

                random_state=ML_CONFIG['random_state'], 

                stratify=y 

            ) 

        except ValueError as e: 

            logger.warning(f"Стратифікація неможлива: {e}") 

            X_train, X_test, y_train, y_test = train_test_split( 

                X, y, 

                test_size=ML_CONFIG['test_size'], 

                random_state=ML_CONFIG['random_state'] 

            ) 

        # Створення та навчання моделі 

        self.model = RandomForestClassifier( 

            n_estimators=ML_CONFIG['n_estimators'], 

            max_depth=ML_CONFIG['max_depth'], 

            min_samples_split=max(ML_CONFIG['min_samples_split'], 2), 

            min_samples_leaf=max(ML_CONFIG['min_samples_leaf'], 2), 

            max_features='sqrt', 

            bootstrap=True, 

            oob_score=True, 

            random_state=ML_CONFIG['random_state'], 

            n_jobs=-1, 
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            class_weight='balanced' 

        ) 

         

        self.model.fit(X_train, y_train) 

        # Оцінка точності 

        y_pred = self.model.predict(X_test) 

        self.accuracy = accuracy_score(y_test, y_pred) 

        # Детальний звіт 

        report = classification_report( 

            y_test, y_pred, 

            target_names=self.fault_encoder.classes_, 

            output_dict=True, 

            zero_division=0 

        ) 

        self.is_trained = True 

        logger.info(f"Модель навчена з точністю: {self.accuracy:.2%}") 

Параметри Random Forest підібрано на основі емпіричних експериментів. 

Кількість дерев (n_estimators=250) забезпечує баланс між точністю та швидкістю 

передбачення. Максимальна глибина дерев (max_depth=12) обмежує складність 

окремих дерев, запобігаючи перенавчанню. Параметр class_weight='balanced' 

автоматично регулює ваги класів пропорційно до їх частот, що особливо 

важливо при незбалансованих даних [64]. 

Використання oob_score=True дозволяє отримувати оцінку якості моделі 

на out-of-bag вибірках без необхідності виділення окремої валідаційної множини, 

що підвищує ефективність використання даних [53]. 

Метод predict() реалізує процес прогнозування несправності на основі 

введених симптомів: 

Лістинг 3.10 – Прогнозування несправності (model.py, фрагмент): 

def predict(self, device_type: str, symptoms: List[str]) -> Dict: 

    """Прогнозування несправності""" 

    try: 

        if not self.is_trained: 
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            raise ValueError("Модель не навчена") 

         

        # Підготовка ознак 

        symptoms_text = ", ".join(symptoms) 

        symptom_vector = self._create_symptom_features(symptoms_text) 

         

        if device_type not in self.device_encoder.classes_: 

            raise ValueError(f"Невідомий тип пристрою: {device_type}") 

         

        device_encoded = self.device_encoder.transform([device_type])[0] 

        X = np.concatenate([[device_encoded], symptom_vector]).reshape(1, -1) 

 

        # Прогноз 

        prediction = self.model.predict(X)[0] 

        probabilities = self.model.predict_proba(X)[0] 

        fault_type = self.fault_encoder.inverse_transform([prediction])[0] 

        confidence = float(np.max(probabilities)) 

 

        # Отримання додаткової інформації з навчальних даних 

        matching_data = self.training_data[ 

            (self.training_data['device_type'] == device_type) & 

            (self.training_data['fault_type'] == fault_type) 

        ] 

        if matching_data.empty: 

            matching_data = self.training_data[ 

                self.training_data['fault_type'] == fault_type 

            ] 

        fault_info = matching_data.iloc[0] 

        result = { 

            'fault_type': fault_type, 

            'confidence': confidence, 

            'repair_solution': fault_info['repair_solution'], 

            'difficulty': fault_info['repair_difficulty'], 

            'estimated_time': int(fault_info['estimated_time']), 
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            'estimated_cost': float(fault_info['estimated_cost']) 

        } 

        return result 

Метод повертає не лише тип несправності, але й оцінку впевненості моделі 

(максимальну ймовірність серед усіх класів) та супутню інформацію про ремонт, 

що витягується з навчальних даних. Це забезпечує повноту результату для 

прийняття рішення користувачем. 

Для ситуацій, коли модель має низьку впевненість у єдиному прогнозі, 

реалізовано метод get_top_predictions(), що повертає кілька найбільш ймовірних 

варіантів: 

Лістинг 3.11 – Отримання топ-N прогнозів (model.py, фрагмент): 

def get_top_predictions(self, device_type: str,  

                       symptoms: List[str], top_n: int = 3) -> List[Dict]: 

    """Отримання топ-N найбільш ймовірних несправностей""" 

    # Підготовка ознак (аналогічно predict) 

    ... 

    # Отримання ймовірностей 

    probabilities = self.model.predict_proba(X)[0] 

     

    # Сортування за спаданням ймовірності 

    top_indices = np.argsort(probabilities)[-top_n:][::-1] 

     

    results = [] 

    for idx in top_indices: 

        confidence = float(probabilities[idx]) 

         

        if confidence < 0.01:  # Фільтрація малоймовірних варіантів 

            continue 

         

        fault_type = self.fault_encoder.inverse_transform([idx])[0] 

        # Отримання інформації про несправність 

        ... 

        results.append({ 
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            'fault_type': fault_type, 

            'confidence': confidence, 

            ... 

        }) 

    return results 

Даний метод використовується в системі для відображення 

альтернативних діагнозів, коли впевненість моделі не досягає порогу для 

автоматичного прийняття рішення. 

Персистентність моделі забезпечується методами save_model() та 

load_model(), що використовують модуль pickle для серіалізації об'єктів Python 

[50]: 

Лістинг 3.12 – Збереження та завантаження моделі (model.py): 

def save_model(self, path: Path = MODEL_PATH) -> bool: 

    """Збереження моделі на диск""" 

    try: 

        model_data = { 

            'model': self.model, 

            'device_encoder': self.device_encoder, 

            'fault_encoder': self.fault_encoder, 

            'all_symptoms': self.all_symptoms, 

            'training_data': self.training_data, 

            'accuracy': self.accuracy, 

            'is_trained': self.is_trained 

        } 

         

        with open(path, 'wb') as f: 

            pickle.dump(model_data, f) 

         

        logger.info(f"Модель збережена: {path}") 

        return True 

    except Exception as e: 

        logger.error(f"Помилка збереження моделі: {e}") 

        return False 
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def load_model(self, path: Path = MODEL_PATH) -> bool: 

    """Завантаження моделі з диску""" 

    try: 

        with open(path, 'rb') as f: 

            model_data = pickle.load(f) 

         

        self.model = model_data['model'] 

        self.device_encoder = model_data['device_encoder'] 

        self.fault_encoder = model_data['fault_encoder'] 

        self.all_symptoms = model_data['all_symptoms'] 

        self.training_data = model_data['training_data'] 

        self.accuracy = model_data['accuracy'] 

        self.is_trained = model_data['is_trained'] 

         

        logger.info(f"Модель завантажена з точністю: {self.accuracy:.2%}") 

        return True 

    except Exception as e: 

        logger.error(f"Помилка завантаження моделі: {e}") 

        return False 

Збереження всіх компонентів моделі (включаючи енкодери, список 

симптомів та навчальні дані) забезпечує можливість повного відновлення стану 

системи після перезапуску без необхідності повторного навчання. 

Реалізована модель машинного навчання демонструє високу точність 

класифікації (понад 85% на тестовій вибірці) при достатній швидкості 

передбачення (менше 100 мс на один запит), що підтверджує коректність 

обраного підходу та ефективність реалізації. 

3.4. Генерація навчальних даних 

Якість роботи системи машинного навчання критично залежить від якості 

та повноти навчальних даних. Для забезпечення системи початковим набором 

даних було розроблено модуль dataset_generator.py, що реалізує генерацію 
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синтетичного, але реалістичного датасету на основі експертних знань з ремонту 

комп'ютерної техніки. 

Клас DatasetGenerator інкапсулює структуровані знання про типові 

несправності чотирьох категорій пристроїв: блоків живлення ноутбуків, блоків 

живлення ПК, струменевих принтерів та лазерних принтерів. Для кожної 

категорії визначено по 7 класів несправностей з детальною інформацією про 

симптоми, рішення, складність та вартість ремонту. 

Структура даних про несправності організована у вигляді вкладених 

словників, що відображають реальну практику ремонтних центрів: 

Лістинг 3.13 – Структура опису несправностей (dataset_generator.py, 

фрагмент): 

LAPTOP_PSU_FAULTS = { 

    "Пошкоджений кабель живлення": { 

        "symptoms": ["Пошкоджений кабель живлення",  

                    "Нестабільна напруга (мигає індикатор)",  

                    "Ноутбук раптово вимикається",  

                    "Світлодіод не горить"], 

        "solution": "Заміна кабелю живлення блоку живлення (300-800 грн, 15-30 хв)", 

        "difficulty": "Легка", 

        "time": 20, 

        "cost": 450.0 

    }, 

    "Проблеми живлення (не вмикається)": { 

        "symptoms": ["Не вмикається взагалі",  

                    "Світлодіод не горить",  

                    "Запах гару або паління"], 

        "solution": "Діагностика та заміна несправних компонентів живлення: " 

                   "контролери, конденсатори 320-380V, транзистори, ШІМ-контролер", 

        "difficulty": "Складна", 

        "time": 90, 

        "cost": 850.0 

    }, 
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    # ... інші несправності 

} 

Кожна несправність описується набором первинних симптомів, що 

найбільш часто з нею асоціюються, детальним рішенням з вказівкою необхідних 

дій та компонентів, рівнем складності ремонту та орієнтовними часовими і 

вартісними показниками. 

Центральним методом класу є generate_dataset(), що реалізує алгоритм 

генерації навчальних прикладів з урахуванням реалістичної варіативності: 

Лістинг 3.14 – Генерація датасету (dataset_generator.py, основна логіка): 

def generate_dataset(records_per_device: int = 600) -> pd.DataFrame: 

    """Генерація датасету з повним покриттям всіх симптомів""" 

    data = [] 

    fault_maps = { 

        "Блок живлення ноутбука": DatasetGenerator.LAPTOP_PSU_FAULTS, 

        "Блок живлення ПК": DatasetGenerator.PC_PSU_FAULTS, 

        "Струменевий принтер": DatasetGenerator.INKJET_FAULTS, 

        "Лазерний принтер": DatasetGenerator.LASER_FAULTS 

    } 

     

    for device_type, faults in fault_maps.items(): 

        all_device_symptoms = DEVICE_TYPES[device_type] 

         

        for fault_name, fault_info in faults.items(): 

            primary_symptoms = fault_info["symptoms"] 

             

            records_per_fault = records_per_device // len(faults) 

             

            for _ in range(records_per_fault): 

                # 80% шанс включити кожен первинний симптом 

                selected_symptoms = [s for s in primary_symptoms  

                                   if random.random() < 0.8] 

                 

                # 10% шанс додати шумові симптоми 
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                if random.random() < 0.10: 

                    available_noise = [s for s in all_device_symptoms  

                                     if s not in primary_symptoms] 

                    if available_noise: 

                        noise_symptoms = random.sample( 

                            available_noise, 

                            k=min(random.randint(1, 2), len(available_noise)) 

                        ) 

                        selected_symptoms.extend(noise_symptoms) 

                 

                selected_symptoms = list(set(selected_symptoms)) 

                 

                # Якщо немає симптомів, додаємо хоча б один 

                if not selected_symptoms: 

                    selected_symptoms = [random.choice(primary_symptoms)] 

                 

                # Реалістичний розкид часу та вартості 

                time_variance = random.uniform(0.85, 1.20) 

                cost_variance = random.uniform(0.88, 1.15) 

                 

                difficulty = fault_info["difficulty"] 

                 

                # 2% шанс помилкової складності (реалістично) 

                if random.random() < 0.02: 

                    difficulty = random.choice(["Легка", "Середня", "Складна"]) 

                 

                data.append({ 

                    "device_type": device_type, 

                    "symptoms": ", ".join(selected_symptoms), 

                    "fault_type": fault_name, 

                    "repair_solution": fault_info["solution"], 

                    "repair_difficulty": difficulty, 

                    "estimated_time": int(fault_info["time"] * time_variance), 

                    "estimated_cost": round(fault_info["cost"] * cost_variance, 2) 
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                }) 

     

    df = pd.DataFrame(data) 

    df = df.sample(frac=1, random_state=42).reset_index(drop=True) 

     

    return df 

Алгоритм генерації реалізує кілька важливих принципів: 

1. Варіативність симптомів. Для кожного згенерованого прикладу не всі 

первинні симптоми включаються обов'язково – кожен симптом має 80% 

ймовірність бути присутнім. Це відображає реальність, коли несправність може 

проявлятися неповним набором ознак [44]. 

2. Шумові симптоми. З імовірністю 10% до набору додаються 1-2 

симптоми, що не є типовими для даної несправності. Це моделює ситуації, коли 

користувач може помилково вказати деякі симптоми або коли одночасно 

присутні кілька проблем. 

3. Варіативність числових параметрів. Час та вартість ремонту варіюються 

в межах ±15-20%, що відображає природний розкид цих показників в залежності 

від конкретних умов ремонту та використаних компонентів. 

4. Помилки в класифікації складності. З невеликою ймовірністю (2%) 

складність ремонту встановлюється випадково, що моделює випадки 

суб'єктивної оцінки або нестандартних ситуацій. 

Такий підхід до генерації даних забезпечує створення багатого та 

різноманітного датасету, що містить не лише ідеальні приклади, але й 

реалістичні варіації та шум, характерні для реальних даних. 

Після генерації всіх записів датасет перемішується (df.sample(frac=1)) для 

забезпечення випадкового порядку прикладів, що важливо для коректної роботи 

алгоритмів навчання з мінібатчами. 

Окрім генерації навчальних даних, клас DatasetGenerator також відповідає 

за створення початкової бази знань: 

Лістинг 3.15 – Генерація бази знань (dataset_generator.py, фрагмент): 
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def get_initial_knowledge_base() -> List[Dict]: 

    """База знань з реальними даними від майстрів""" 

    knowledge = [] 

    for fault_name, fault_info in DatasetGenerator.LAPTOP_PSU_FAULTS.items(): 

        knowledge.append({ 

            "device_type": "Блок живлення ноутбука", 

            "fault_type": fault_name, 

            "description": f"Несправність: {fault_name}. " 

                          f"Типові симптоми: {', '.join(fault_info['symptoms'][:2])}. " 

                          f"Середня вартість ремонту: {fault_info['cost']} грн, " 

                          f"час: {fault_info['time']} хв.", 

            "causes": "Природне зношування компонентів, перепади напруги в мережі, " 

                     "перегрів через забруднення, механічні пошкодження кабелю або роз'єму, 

" 

                     "вихід з ладу конденсаторів.", 

            "prevention": "Використовувати стабілізатор напруги або ДБЖ, " 

                         "не допускати перегріву (чистка вентиляції), " 

                         "акуратно поводитись з кабелем живлення, " 

                         "регулярна профілактика кожні 6-12 місяців." 

        }) 

     

    # Аналогічно для інших типів пристроїв 

    ... 

    return knowledge 

База знань містить структуровану інформацію про причини виникнення 

несправностей та методи профілактики, що є цінним для навчання користувачів 

та підвищення загального рівня обслуговування техніки. 

Реалізований модуль генерації даних забезпечує систему якісним 

початковим датасетом обсягом понад 2000 записів, що дозволяє моделі 

машинного навчання досягати високої точності класифікації вже на етапі 

першого запуску системи. 
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3.5. Реалізація графічного інтерфейсу користувача 

Графічний інтерфейс користувача (GUI) системи реалізовано з 

використанням фреймворку PyQt6 та організовано за принципом модульності з 

розділенням відповідальності між окремими віджетами. Основним компонентом 

інтерфейсу є клас MainWindow, що координує роботу всіх підсистем та 

забезпечує інтеграцію компонентів. 

Лістинг 3.16 – Ініціалізація головного вікна (main_window.py, фрагмент): 

class MainWindow(QMainWindow): 

    """Головне вікно програми""" 

     

    def __init__(self, ml_model, db_manager, pdf_exporter): 

        super().__init__() 

        self.ml_model = ml_model 

        self.db_manager = db_manager 

        self.pdf_exporter = pdf_exporter 

        self.current_theme = "Світла" 

         

        self._init_ui() 

        self._create_menu_bar() 

        self._apply_theme(self.current_theme) 

 

        if ICON_PATH.exists(): 

            self.setWindowIcon(QIcon(str(ICON_PATH))) 

         

        logger.info("Головне вікно ініціалізовано") 

Архітектура головного вікна базується на вкладковому інтерфейсі 

(QTabWidget), що забезпечує логічне розділення функціональних областей 

системи. Кожна вкладка реалізована як окремий віджет з власною логікою та 

інтерфейсом. 

Центральним віджетом системи є DiagnosisWidget, що реалізує процес 

діагностики з поетапним інтерфейсом. Віджет використовує QStackedWidget для 
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перемикання між різними етапами: вибір симптомів, перегляд варіантів діагнозу, 

відображення результатів та введення експертної оцінки. 

Лістинг 3.17 – Структура віджета діагностики (diagnosis_widget.py, 

фрагмент): 

class DiagnosisWidget(QWidget): 

    """Віджет для проведення діагностики з поетапним інтерфейсом""" 

  

    diagnosis_completed = pyqtSignal(dict) 

     

    STAGE_SYMPTOMS = 0 

    STAGE_OPTIONS = 1 

    STAGE_RESULTS = 2 

    STAGE_EXPERT = 3 

     

    def __init__(self, ml_model, db_manager, pdf_exporter, parent=None): 

        super().__init__(parent) 

        self.ml_model = ml_model 

        self.db_manager = db_manager 

        self.pdf_exporter = pdf_exporter 

        self.symptom_checkboxes: Dict[str, QCheckBox] = {} 

        self.current_result: Optional[Dict] = None 

        self.current_theme = "Світла" 

        self._init_ui() 

Використання сигналів PyQt6 (diagnosis_completed) забезпечує слабке 

зв'язування компонентів – віджет діагностики сповіщає головне вікно про 

завершення операції, не маючи прямого посилання на його методи. 

Етап вибору симптомів реалізовано як динамічно генерований набір 

чекбоксів, що оновлюється при зміні типу пристрою: 

Лістинг 3.18 – Оновлення списку симптомів (diagnosis_widget.py, 

фрагмент): 

def _on_device_changed(self) -> None: 

    """Обробка зміни типу пристрою""" 
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    device_type = self.device_combo.currentText() 

     

    if device_type == "Виберіть тип пристрою": 

        return 

     

    symptoms = DEVICE_TYPES.get(device_type, []) 

     

    # Очищення попередніх чекбоксів 

    while self.symptoms_layout.count(): 

        child = self.symptoms_layout.takeAt(0) 

        if child.widget(): 

            child.widget().deleteLater() 

     

    self.symptom_checkboxes.clear() 

     

    # Створення нових чекбоксів 

    for symptom in symptoms: 

        checkbox = QCheckBox(symptom) 

        self.symptom_checkboxes[symptom] = checkbox 

        self.symptoms_layout.addWidget(checkbox) 

     

    self._apply_theme_styles(THEMES[self.current_theme]) 

Динамічне створення віджетів дозволяє підтримувати різну кількість 

симптомів для різних типів пристроїв без необхідності заздалегідь визначеного 

макету. 

Процес діагностики ініціюється методом _run_diagnosis(), що координує 

виклик моделі машинного навчання та перемикання інтерфейсу: 

Лістинг 3.19 – Виконання діагностики (diagnosis_widget.py, ключовий 

фрагмент): 

def _run_diagnosis(self) -> None: 

    """Виконання діагностики""" 

    device_type = self.device_combo.currentText() 

    selected_symptoms = [ 
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        symptom for symptom, checkbox in self.symptom_checkboxes.items() 

        if checkbox.isChecked() 

    ] 

     

    if not selected_symptoms: 

        QMessageBox.warning( 

            self, "Попередження", 

            "Будь ласка, виберіть хоча б один симптом." 

        ) 

        return 

     

    try: 

        # Отримання прогнозу від моделі 

        result = self.ml_model.predict(device_type, selected_symptoms) 

        result['device_type'] = device_type 

        result['symptoms'] = ', '.join(selected_symptoms) 

         

        confidence = result['confidence'] 

         

        if confidence >= 0.75: 

            # Висока впевненість - автоматичне рішення 

            self.current_result = result 

            self._save_diagnosis_to_db() 

            self._display_results(result) 

            self.stacked_widget.setCurrentIndex(self.STAGE_RESULTS) 

         

        elif confidence >= 0.60: 

            # Середня впевненість - показати варіанти 

            self.top_predictions = self.ml_model.get_top_predictions( 

                device_type, selected_symptoms, top_n=3 

            ) 

            for pred in self.top_predictions: 

                pred['device_type'] = device_type 

                pred['symptoms'] = ', '.join(selected_symptoms) 
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            self._display_options(self.top_predictions) 

            self.stacked_widget.setCurrentIndex(self.STAGE_OPTIONS) 

         

        else: 

            # Низька впевненість - залучити експерта 

            self.stacked_widget.setCurrentIndex(self.STAGE_EXPERT) 

     

    except Exception as e: 

        logger.error(f"Помилка діагностики: {e}") 

        QMessageBox.critical(self, "Помилка", f"Помилка виконання 

діагностики:\n{str(e)}") 

Реалізовано трирівневу логіку прийняття рішень: 

- При впевненості ≥75% система автоматично виводить результат; 

- При впевненості 60-75% пропонується вибір з трьох найбільш ймовірних 

варіантів; 

- При впевненості <60% система пропонує звернутися до експерта або 

ввести додаткову інформацію. 

Відображення результатів реалізовано з використанням HTML-

форматування для забезпечення візуально привабливого представлення: 

Лістинг 3.20 – Формування HTML-результатів (diagnosis_widget.py, 

фрагмент): 

def _display_results(self, result: Dict) -> None: 

    """Відображення результатів""" 

    theme = THEMES.get(self.current_theme, THEMES["Світла"]) 

    confidence_percent = result['confidence'] * 100 

     

    if confidence_percent >= 70: 

        confidence_color = theme['success'] 

        confidence_text = "Висока" 

    elif confidence_percent >= 45: 

        confidence_color = theme['warning'] 
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        confidence_text = "Середня" 

    else: 

        confidence_color = theme['warning'] 

        confidence_text = "Помірна" 

     

    difficulty_colors = { 

        "Легка": theme['success'], 

        "Середня": theme['warning'], 

        "Складна": theme['danger'] 

    } 

    difficulty_color = difficulty_colors.get(result['difficulty'], theme['text_muted']) 

     

    html = f""" 

    <div style='font-family: Segoe UI, Arial; color: {theme['foreground']}; line-height: 1.8;'> 

        <div style='background-color: {theme['surface_hover']};  

                    padding: 20px; border-radius: 12px; margin-bottom: 20px;  

                    border-left: 5px solid {theme['primary']};'> 

            <h2 style='color: {theme['primary']}; margin: 0 0 10px 0; font-size: 18px;'> 

                 Виявлена несправність: 

            </h2> 

            <p style='font-size: 16px; font-weight: bold; color: {theme['foreground']}; margin: 

0;'> 

                {result['fault_type']} 

            </p> 

        </div> 

        ... 

    </div> 

    """ 

     

    self.results_text.setHtml(html) 

Використання тематизованого HTML дозволяє створювати сучасний 

інтерфейс з кольоровим кодуванням важливості інформації, що покращує 

сприйняття результатів користувачем. 
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Система підтримує дві теми оформлення (світлу та темну), реалізовані 

через централізований словник стилів у config.py: 

Лістинг 3.21 – Конфігурація тем (config.py, фрагмент): 

THEMES = { 

    "Світла": { 

        "background": "#F5F7FA", 

        "foreground": "#2C3E50", 

        "primary": "#3498DB", 

        "secondary": "#F39C12", 

        "success": "#27AE60", 

        "danger": "#E74C3C", 

        "warning": "#F39C12", 

        "surface": "#FFFFFF", 

        "surface_hover": "#ECF0F1", 

        "border": "#BDC3C7", 

        "text_muted": "#7F8C8D", 

        "shadow": "rgba(0, 0, 0, 0.1)" 

    }, 

    "Темна": { 

        "background": "#1A1D23", 

        "foreground": "#E8E9ED", 

        "primary": "#5DADE2", 

        # ... інші кольори 

    } 

} 

 

Застосування теми реалізовано через динамічне оновлення стилів віджетів 

за допомогою методу setStyleSheet(): 

Лістинг 3.22 – Застосування стилів теми (diagnosis_widget.py, фрагмент): 

def _apply_theme_styles(self, theme: Dict) -> None: 

    """Застосування стилів теми""" 

    self.device_combo.setStyleSheet(f""" 

        QComboBox {{ 
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            background-color: {theme['surface']}; 

            color: {theme['foreground']}; 

            border: 2px solid {theme['border']}; 

            border-radius: 5px; 

            padding: 5px 10px; 

            font-size: 13px; 

        }} 

        QComboBox:hover {{ 

            border-color: {theme['primary']}; 

        }} 

        QComboBox::drop-down {{ 

            border: none; 

        }} 

    """) 

     

    for checkbox in self.symptom_checkboxes.values(): 

        checkbox.setStyleSheet(f""" 

            QCheckBox {{ 

                color: {theme['foreground']}; 

                font-size: 13px; 

                padding: 8px; 

            }} 

            QCheckBox::indicator {{ 

                width: 20px; 

                height: 20px; 

                border: 2px solid {theme['primary']}; 

                border-radius: 4px; 

            }} 

            QCheckBox::indicator:checked {{ 

                background-color: {theme['primary']}; 

            }} 

        """) 
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Централізоване управління стилями через словник конфігурації дозволяє 

легко додавати нові теми та підтримувати консистентність оформлення між 

різними віджетами системи. 

Окрім віджета діагностики, система включає віджети історії 

(HistoryWidget), статистики (StatisticsWidget) та бази знань 

(KnowledgeBaseWidget), кожен з яких реалізує специфічну функціональність з 

використанням відповідних компонентів PyQt6 (QTableWidget для табличних 

даних, matplotlib для графіків, QTextEdit для форматованого тексту). 

Реалізований графічний інтерфейс забезпечує інтуїтивну навігацію, 

візуальну привабливість та високу продуктивність, що підтверджується 

швидким відгуком на дії користувача (менше 50 мс для більшості операцій). 

3.6. Експорт звітів у форматі PDF 

Система експорту звітів реалізована в класі PDFExporter з використанням 

бібліотеки ReportLab, що забезпечує програмне створення PDF-документів з 

підтримкою Unicode-шрифтів для коректного відображення української мови 

[54]. 

Основною проблемою при роботі з ReportLab та кириличними текстами є 

необхідність явної реєстрації Unicode-шрифтів, оскільки стандартні PDF-

шрифти не підтримують символи кирилиці. Для вирішення цієї проблеми 

реалізовано механізм автоматичного пошуку та реєстрації системних шрифтів: 

Лістинг 3.23 – Реєстрація шрифтів (pdf_exporter.py, фрагмент): 

def _register_fonts(self) -> None: 

    """Реєстрація Unicode шрифтів""" 

    try: 

        if os.name == 'nt':  # Windows 

            fonts_dir = r"C:\Windows\Fonts" 

            arial_path = os.path.join(fonts_dir, "arial.ttf") 

            arial_bold_path = os.path.join(fonts_dir, "arialbd.ttf") 

             

            if os.path.exists(arial_path): 
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                pdfmetrics.registerFont(TTFont('Arial-Unicode', arial_path)) 

                self.font_name = 'Arial-Unicode' 

                logger.info("Arial шрифт зареєстрований для кирилиці") 

            else: 

                raise Exception("Arial не знайдено") 

                 

            if os.path.exists(arial_bold_path): 

                pdfmetrics.registerFont(TTFont('Arial-Unicode-Bold', arial_bold_path)) 

                self.font_bold = 'Arial-Unicode-Bold' 

            else: 

                self.font_bold = 'Arial-Unicode' 

    except Exception as e: 

        logger.warning(f"Не вдалося зареєструвати Unicode шрифт: {e}") 

        self.font_name = 'Helvetica' 

        self.font_bold = 'Helvetica-Bold' 

Механізм fallback до стандартних шрифтів Helvetica забезпечує 

працездатність системи навіть у випадку, коли Arial недоступний, хоча в такому 

разі кириличні символи можуть відображатися некоректно. 

Стилі документа визначаються на основі базових стилів ReportLab з 

налаштуванням шрифтів, розмірів та кольорів: 

Лістинг 3.24 – Налаштування стилів документа (pdf_exporter.py, 

фрагмент): 

def _setup_styles(self) -> None: 

    """Налаштування стилів документа""" 

    self.title_style = ParagraphStyle( 

        'CustomTitle', 

        parent=self.styles['Heading1'], 

        fontName=self.font_bold, 

        fontSize=18, 

        textColor=colors.HexColor('#2196F3'), 

        spaceAfter=30, 

        alignment=TA_CENTER 

    ) 
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    self.heading_style = ParagraphStyle( 

        'CustomHeading', 

        parent=self.styles['Heading2'], 

        fontName=self.font_bold, 

        fontSize=14, 

        textColor=colors.HexColor('#424242'), 

        spaceAfter=12, 

        alignment=TA_LEFT 

    ) 

     

    self.normal_style = ParagraphStyle( 

        'CustomNormal', 

        parent=self.styles['Normal'], 

        fontName=self.font_name, 

        fontSize=10, 

        spaceAfter=6, 

        alignment=TA_LEFT 

    ) 

Створення PDF-звіту про діагностику реалізовано методом 

export_diagnosis_report() з використанням фреймворку Platypus для 

автоматичного макетування [55]: 

Лістинг 3.25 – Експорт звіту діагностики (pdf_exporter.py, ключовий 

фрагмент): 

def export_diagnosis_report(self, diagnosis_data: Dict,  

                        output_path: Optional[Path] = None) -> Path: 

    """Експорт звіту про діагностику""" 

    try: 

        if output_path is None: 

            timestamp = datetime.now().strftime('%Y%m%d_%H%M%S') 

            output_path = Path(f'diagnosis_report_{timestamp}.pdf') 

 

        doc = SimpleDocTemplate( 
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            str(output_path), 

            pagesize=A4, 

            rightMargin=2*cm, 

            leftMargin=2*cm, 

            topMargin=2*cm, 

            bottomMargin=2*cm 

        ) 

         

        story = [] 

         

        # Заголовок 

        title = Paragraph("Звіт про діагностику комп'ютерної техніки",  

                         self.title_style) 

        story.append(title) 

        story.append(Spacer(1, 0.5*cm)) 

         

        # Дата та час 

        date_text = f"<b>Дата:</b> {datetime.now().strftime('%d.%m.%Y %H:%M')}" 

        story.append(Paragraph(date_text, self.normal_style)) 

        story.append(Spacer(1, 0.3*cm)) 

         

        # Таблиця з інформацією про пристрій 

        story.append(Paragraph("Інформація про пристрій", self.heading_style)) 

         

        device_info = [ 

            [ 

                Paragraph('<b>Тип пристрою:</b>', self.normal_style), 

                Paragraph(str(diagnosis_data.get('device_type', 'N/A')),  

                         self.normal_style) 

            ], 

            [ 

                Paragraph('<b>Симптоми:</b>', self.normal_style), 

                Paragraph(str(diagnosis_data.get('symptoms', 'N/A')),  

                         self.normal_style) 
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            ] 

        ] 

         

        device_table = Table(device_info, colWidths=[5*cm, 12*cm]) 

        device_table.setStyle(TableStyle([ 

            ('BACKGROUND', (0, 0), (0, -1), colors.HexColor('#E3F2FD')), 

            ('VALIGN', (0, 0), (-1, -1), 'TOP'), 

            ('FONTNAME', (0, 0), (-1, -1), self.font_name), 

            ('FONTSIZE', (0, 0), (-1, -1), 10), 

            ('BOTTOMPADDING', (0, 0), (-1, -1), 12), 

            ('GRID', (0, 0), (-1, -1), 1, colors.grey) 

        ])) 

        story.append(device_table) 

         

        # Побудова PDF 

        doc.build(story) 

         

        logger.info(f"PDF звіт успішно експортовано: {output_path}") 

        return output_path 

Критично важливим є використання об'єктів Paragraph для всього 

текстового контенту, включаючи вміст комірок таблиць. Це забезпечує 

автоматичне перенесення тексту на нові рядки при перевищенні ширини 

комірки, що особливо важливо для довгих описів симптомів або рішень. 

Використання Table з налаштованими стилями (TableStyle) дозволяє 

створювати професійно оформлені таблиці з кольоровим виділенням заголовків, 

межами та відповідним вирівнюванням контенту. Параметр VALIGN='TOP' 

забезпечує вирівнювання тексту по верхньому краю комірок, що покращує 

читабельність при різній висоті вмісту. 

Аналогічний підхід застосовано для експорту статистичних звітів, де 

додатково формуються таблиці з розподілом діагностик по типах пристроїв та 

найчастішими несправностями. 
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Механізм експорту інтегрований з віджетом діагностики через кнопку 

"Зберегти PDF", що викликає стандартний діалог збереження файлу: 

Лістинг 3.26 – Інтеграція експорту в GUI (diagnosis_widget.py, фрагмент): 

def _export_to_pdf(self) -> None: 

    """Експорт результатів у PDF""" 

    try: 

        if not self.current_result: 

            return 

         

        file_path, _ = QFileDialog.getSaveFileName( 

            self, 

            "Зберегти PDF", 

            "diagnosis_report.pdf", 

            "PDF Files (*.pdf)" 

        ) 

         

        if file_path: 

            from pathlib import Path 

            diagnosis_data = { 

                'device_type': self.current_result.get('device_type', 'N/A'), 

                'symptoms': self.current_result.get('symptoms', 'N/A'), 

                'predicted_fault': self.current_result.get('fault_type', 'N/A'), 

                'repair_solution': self.current_result.get('repair_solution', 'N/A'), 

                'difficulty': self.current_result.get('difficulty', 'N/A'), 

                'estimated_time': self.current_result.get('estimated_time', 0), 

                'estimated_cost': self.current_result.get('estimated_cost', 0.0), 

                'confidence': self.current_result.get('confidence', 0.0) 

            } 

             

            self.pdf_exporter.export_diagnosis_report( 

                diagnosis_data, 

                Path(file_path) 

            ) 
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            QMessageBox.information( 

                self, "Успіх", 

                f"PDF звіт збережено:\n{file_path}" 

            ) 

Таким чином, реалізована система експорту забезпечує створення 

професійно оформлених PDF-документів з повною інформацією про 

діагностику, що може використовуватися як офіційна документація для клієнтів 

або для архівування результатів роботи системи. 

3.7. Система логування та обробки помилок 

Надійна система логування є критично важливим компонентом будь-якого 

програмного забезпечення, оскільки забезпечує відстежування роботи системи, 

діагностику проблем та аналіз поведінки користувачів. У розробленій системі 

підтримки прийняття рішень реалізовано централізовану систему логування на 

основі стандартного модуля logging Python [57]. 

Система логування реалізована у вигляді синглтон-класу SystemLogger, що 

забезпечує єдину точку доступу до функціональності логування з будь-якого 

модуля системи [58]: 

Лістинг 3.27 – Реалізація синглтон-логера (logger.py): 

class SystemLogger: 

    """Клас для логування системних подій""" 

     

    _instance: Optional['SystemLogger'] = None 

     

    def __new__(cls): 

        if cls._instance is None: 

            cls._instance = super().__new__(cls) 

            cls._instance._initialized = False 

        return cls._instance 

     

    def __init__(self): 

        if self._initialized: 

            return 
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        self._initialized = True 

        self.logger = logging.getLogger("RepairSystem") 

        self.logger.setLevel(logging.DEBUG) 

         

        # Форматування 

        formatter = logging.Formatter( 

            '%(asctime)s - %(name)s - %(levelname)s - %(message)s', 

            datefmt='%Y-%m-%d %H:%M:%S' 

        ) 

         

        # Файловий handler 

        file_handler = logging.FileHandler(LOG_PATH, encoding='utf-8') 

        file_handler.setLevel(logging.DEBUG) 

        file_handler.setFormatter(formatter) 

         

        # Консольний handler 

        console_handler = logging.StreamHandler(sys.stdout) 

        console_handler.setLevel(logging.INFO) 

        console_handler.setFormatter(formatter) 

         

        self.logger.addHandler(file_handler) 

        self.logger.addHandler(console_handler) 

Патерн Singleton реалізовано через перевизначення методу __new__, що 

гарантує існування лише одного екземпляра логера в системі. Це запобігає 

дублюванню обробників подій (handlers) та забезпечує консистентне логування 

з усіх частин програми. 

Логер налаштовано з двома обробниками: 

1. Файловий обробник (FileHandler) – записує всі повідомлення рівня 

DEBUG і вище у файл system.log з кодуванням UTF-8 для коректного збереження 

кириличних символів; 
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2. Консольний обробник (StreamHandler) – виводить повідомлення рівня 

INFO і вище у стандартний потік виводу, що корисно при розробці та 

налагодженні. 

Формат повідомлень включає часову мітку, назву логера, рівень 

критичності та текст повідомлення, що забезпечує достатню інформативність 

для аналізу логів. 

Клас SystemLogger надає методи для логування на різних рівнях: 

Лістинг 3.28 – Методи логування (logger.py, фрагмент): 

def debug(self, message: str) -> None: 

    """Логування debug повідомлень""" 

    self.logger.debug(message) 

 

def info(self, message: str) -> None: 

    """Логування інформаційних повідомлень""" 

    self.logger.info(message) 

 

def warning(self, message: str) -> None: 

    """Логування попереджень""" 

    self.logger.warning(message) 

 

def error(self, message: str) -> None: 

    """Логування помилок""" 

    self.logger.error(message) 

 

def critical(self, message: str) -> None: 

    """Логування критичних помилок""" 

    self.logger.critical(message) 

Глобальний екземпляр логера створюється при імпорті модуля: 

logger = SystemLogger() 
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Це дозволяє використовувати логування в будь-якому модулі системи 

простим імпортом: 

from utils.logger import logger 

 

logger.info("Операція виконана успішно") 

logger.error("Виникла помилка при обробці даних") 

Стратегія обробки помилок у системі базується на комбінації try-except 

блоків, логування виключень та інформування користувача через графічний 

інтерфейс. Типова структура обробки помилок демонструється в методах класу 

DatabaseManager: 

Лістинг 3.29 – Типова структура обробки помилок (db_manager.py, 

фрагмент): 

def add_diagnosis(self, device_type: str, symptoms: str, ...) -> int: 

    """Додавання запису про діагностику""" 

    try: 

        cursor = self.connection.cursor() 

        cursor.execute(''' 

            INSERT INTO diagnosis_history  

            (device_type, symptoms, predicted_fault, ...) 

            VALUES (?, ?, ?, ...) 

        ''', (device_type, symptoms, predicted_fault, ...)) 

         

        self.connection.commit() 

        logger.info(f"Додано діагностику #{cursor.lastrowid}") 

        return cursor.lastrowid 

         

    except sqlite3.Error as e: 

        logger.error(f"Помилка додавання діагностики: {e}") 

        return -1 

При виникненні помилки: 

1. Виключення перехоплюється та логується з детальним описом; 
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2. Метод повертає безпечне значення за замовчуванням (-1 для 

ідентифікаторів, порожній список/словник для запитів); 

3. Система продовжує роботу без аварійного завершення. 

В модулі машинного навчання додатково застосовується логування з 

повною трасуванням стеку при критичних помилках: 

Лістинг 3.30 – Детальне логування помилок (model.py, фрагмент): 

def train(self, df: pd.DataFrame) -> Dict[str, float]: 

    """Навчання моделі""" 

    try: 

        logger.info("Початок навчання моделі...") 

        # ... код навчання ... 

        logger.info(f"Модель навчена з точністю: {self.accuracy:.2%}") 

        return metrics 

         

    except Exception as e: 

        logger.error(f"Помилка навчання моделі: {e}", exc_info=True) 

        rais 

Параметр exc_info=True забезпечує запис повного traceback у лог-файл, що 

критично важливо для діагностики складних помилок 

У графічному інтерфейсі помилки додатково відображаються 

користувачеві через діалогові вікна QMessageBox: 

Лістинг 3.31 – Відображення помилок користувачеві (diagnosis_widget.py, 

фрагмент): 

def _run_diagnosis(self) -> None: 

    """Виконання діагностики""" 

    try: 

        result = self.ml_model.predict(device_type, selected_symptoms) 

        # ... обробка результату ... 

         

    except Exception as e: 

        logger.error(f"Помилка діагностики: {e}") 

        QMessageBox.critical( 
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            self, "Помилка", 

            f"Помилка виконання діагностики:\n{str(e)}" 

        ) 

Такий підхід забезпечує прозорість роботи системи для користувача – у 

випадку проблем він отримує зрозуміле повідомлення, а розробник має детальні 

логи для аналізу. 

При запуску системи виконується структуроване логування основних 

етапів ініціалізації: 

Лістинг 3.32 – Логування ініціалізації (main.py, фрагмент): 

def main(): 

    logger.info("=" * 60) 

    logger.info("Запуск системи діагностики комп'ютерної техніки") 

    logger.info("=" * 60) 

     

    # Створення додатку 

    app = QApplication(sys.argv) 

     

    try: 

        # База даних 

        logger.info("Ініціалізація бази даних...") 

        db_manager = DatabaseManager() 

        logger.info("База даних ініціалізована") 

         

        # ML модель 

        logger.info("Ініціалізація ML моделі...") 

        ml_model = RepairMLModel() 

        if ml_model.load_model(): 

            logger.info(f"Модель завантажена, точність: {ml_model.accuracy:.2%}") 

        else: 

            logger.info("Навчання нової моделі...") 

            # ... навчання ... 

         

        logger.info("Головне вікно відкрито, система готова до роботи") 
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        sys.exit(app.exec()) 

         

    except Exception as e: 

        logger.critical(f"Фатальна помилка: {e}", exc_info=True) 

        # ... відображення помилки користувачеві ... 

        sys.exit(1 

Структуроване логування дозволяє легко відстежувати послідовність 

операцій при запуску та швидко локалізувати етап, на якому виникла проблема. 

Реалізована система логування та обробки помилок забезпечує високу 

надійність програмного забезпечення, спрощує налагодження та підтримку, а 

також дозволяє проводити пост-фактум аналіз роботи системи на основі 

накопичених лог-файлів. 
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РОЗДІЛ 4 

ТЕСТУВАННЯ ТА АНАЛІЗ РЕЗУЛЬТАТІВ 

4.1. Методика тестування системи 

Тестування системи підтримки прийняття рішень для діагностики 

комп'ютерної техніки є критично важливим етапом розробки, що дозволяє 

верифікувати коректність реалізації функціональних вимог, оцінити якість 

класифікації моделі машинного навчання, виміряти продуктивність системи та 

ідентифікувати потенційні проблеми перед впровадженням у продуктивне 

середовище. У процесі тестування було застосовано комплексний підхід, що 

включає модульне, інтеграційне та системне тестування, а також спеціалізоване 

тестування моделі машинного навчання з використанням стандартних метрик 

якості класифікації. 

Стратегія тестування є фундаментальною концепцією забезпечення якості 

програмного забезпечення, що визначає послідовність, методи та інструменти 

верифікації системи на різних рівнях абстракції. Для розробленої системи було 

визначено чотирирівневу стратегію тестування, що охоплює як окремі 

компоненти, так і систему в цілому. 

Модульне тестування передбачає перевірку коректності роботи окремих 

функцій, методів та класів у ізоляції від інших компонентів системи. Основною 

метою модульного тестування є верифікація того, що кожна логічна одиниця 

коду виконує свою функцію відповідно до специфікації. Для Python-додатків 

модульне тестування зазвичай реалізується з використанням фреймворку unittest 

або pytest. 

У контексті розробленої системи модульному тестуванню підлягали 

наступні компоненти. Клас DatabaseManager: тестування методів add_diagnosis, 

get_diagnosis_history, search_diagnosis, get_statistics на коректність формування 

SQL-запитів, обробки результатів та обробки помилкових ситуацій (відсутність 

з'єднання, некоректні дані). Клас RepairMLModel: тестування методів train, 
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predict, get_top_predictions, save_model, load_model на коректність обробки 

вхідних даних, повернення результатів у очікуваному форматі, обробки 

граничних випадків (порожня вибірка, невідомі симптоми). Клас 

DatasetGenerator: тестування методу generate_dataset на коректність формування 

структури даних, наявність всіх необхідних полів, відповідність розмірів 

згенерованої вибірки очікуваним значенням. 

Клас PDFExporter: тестування методу export_diagnosis_report на коректність 

формування PDF-документу, підтримку українських символів через Unicode-

шрифти, наявність всіх обов'язкових розділів у звіті. Утилітарні функції модуля 

logger: тестування коректності форматування повідомлень, запису у файл з 

ротацією, обробки різних рівнів логування (DEBUG, INFO, WARNING, ERROR). 

Для кожного модуля було розроблено набір тест-кейсів, що покривають типові 

сценарії використання, граничні умови та помилкові ситуації. 

Інтеграційне тестування верифікує коректність взаємодії між 

компонентами системи після їх об'єднання в модулі вищого рівня. Основна увага 

приділяється перевірці інтерфейсів між компонентами, коректності передачі 

даних та обробки результатів викликів методів суміжних класів. 

Ключові сценарії інтеграційного тестування включали наступні перевірки. 

Інтеграція GUI віджетів з бізнес-логікою: тестування послідовності виклик 

DiagnosisWidget → RepairMLModel.predict → отримання результату → 

оновлення інтерфейсу, коректності передачі векторів ознак від інтерфейсу до 

моделі, збереження результатів діагностики через DatabaseManager після 

підтвердження користувачем. Інтеграція ML моделі з базою даних: тестування 

завантаження навчальних даних з training_data для перенавчання моделі, 

збереження інформації про діагностики у diagnosis_history з коректними 

зовнішніми ключами, отримання статистичних даних для аналітики та 

візуалізації. 
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Інтеграція експорту звітів: тестування отримання даних про діагностику з 

бази даних, формування PDF-документу через PDFExporter, коректності 

відображення української мови у згенерованих звітах. Інтеграція віджетів з 

базою даних: тестування відображення історії діагностик у HistoryWidget після 

завантаження з БД, фільтрації та пошуку з виконанням SQL-запитів, 

автоматичного оновлення статистики у StatisticsWidget після додавання нових 

записів. Інтеграційне тестування виявило кілька проблем синхронізації між 

компонентами, зокрема необхідність явного оновлення віджетів після зміни 

даних у базі, що було вирішено через механізм сигналів Qt. 

Системне тестування перевіряє функціонування системи в цілому в 

умовах, максимально наближених до реальної експлуатації [31]. На цьому рівні 

тестуються комплексні сценарії використання (use cases), що включають 

взаємодію користувача з системою, обробку даних всіма компонентами та 

отримання кінцевого результату. 

Основні сценарії системного тестування включали: повний цикл виконання 

діагностики від запуску додатку до експорту PDF-звіту з перевіркою коректності 

на кожному етапі; перенавчання моделі на оновлених даних з верифікацією 

покращення метрик якості; робота з історією діагностик, включаючи пошук, 

фільтрацію, редагування та видалення записів; генерація статистичних звітів з 

візуалізацією діаграм для різних періодів часу; навігація по базі знань з пошуком 

інформації та друком статей. 

Системне тестування також включало перевірку нефункціональних вимог: 

продуктивність системи (час запуску, час діагностики, час генерації звітів), 

використання ресурсів (оперативна пам'ять, дисковий простір), надійність при 

тривалій роботі (24 години безперервного функціонування), коректність обробки 

помилкових ситуацій (відсутність файлу моделі, недоступність бази даних, 

некоректні вхідні дані), зручність використання (інтуїтивність інтерфейсу, час 

освоєння базових функцій). 
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Тестові сценарії формалізують послідовність дій користувача та системи 

для верифікації конкретної функціональності. Кожен тестовий сценарій включає 

передумови (preconditions), послідовність кроків, очікувані результати та 

критерії успішності. У таблиці 4.1 представлено основні тестові сценарії для 

системи. 

 

Таблиця 4.1 – Основні тестові сценарії системи 

ID Назва сценарію Опис Очікуваний 

результат 

DT-01 Діагностика з 

високою впевненістю 

Вибір типу пристрою, 

відзначення 

симптомів, отримання 

результату з 

confidence > 0.75 

Відображення 

детальної інформації 

про несправність, 

рекомендоване 

рішення, оцінки 

складності та вартості 

DT-02 Діагностика з 

середньою 

впевненістю 

Вибір типу пристрою, 

відзначення 

симптомів, отримання 

результату з 0.60 < 

confidence ≤ 0.75 

Відображення трьох 

найбільш імовірних 

варіантів 

несправностей з 

можливістю вибору 

DT-03 Діагностика з 

низькою впевненістю 

Вибір типу пристрою, 

відзначення 

симптомів, отримання 

результату з 

confidence < 0.60 

Відображення 

рекомендації про 

додаткову 

діагностику або 

консультацію 

експерта 

DT-04 Збереження 

діагностики 

Виконання 

діагностики та 

натискання кнопки 

збереження 

Запис діагностики у 

базу даних з усіма 

параметрами 

DT-05 Генерація PDF-звіту Виконання 

діагностики та 

генерація PDF-звіту 

Створення PDF-файлу 

з повною 

інформацією про 

діагностику 

 

Критерії успішності тестування визначають кількісні та якісні показники, 

за якими оцінюється успішність виконання тестових сценаріїв. Для модульного 

тестування критерієм успішності є проходження 100% тест-кейсів без помилок 



110 

 

та покриття коду тестами не менше 80% (code coverage). Для інтеграційного 

тестування успішність визначається коректною взаємодією всіх компонентів без 

втрати даних або некоректних результатів. 

Для системного тестування критерії включають: коректне виконання всіх 

основних use cases без збоїв; відповідність результатів роботи системи 

функціональним вимогам; виконання нефункціональних вимог (продуктивність, 

надійність, зручність); відсутність критичних помилок (critical bugs) та не більше 

5 некритичних помилок (minor bugs) на момент релізу. Для моделі машинного 

навчання критеріями успішності є accuracy не менше 85% на тестовій вибірці, 

OOB score не менше 83%, precision та recall для кожного класу не менше 80%. 

4.2. Тестування моделі машинного навчання 

Оцінка якості моделі машинного навчання є ключовим етапом верифікації 

системи підтримки прийняття рішень, оскільки точність класифікації 

безпосередньо визначає практичну цінність системи для технічних фахівців. 

Тестування моделі Random Forest проводилося на незалежній тестовій вибірці, 

що складала 15% від загального обсягу даних та не використовувалася під час 

навчання. Для комплексної оцінки якості класифікації було застосовано 

стандартний набір метрик, що включає точність (accuracy), прецизійність 

(precision), повноту (recall) та F1-міру (F1-score). 

Точність класифікації (accuracy) є базовою метрикою, що визначається як 

відношення кількості коректно класифікованих об'єктів до загальної кількості 

об'єктів у тестовій вибірці [33]. Формально accuracy = (TP + TN) / (TP + TN + FP 

+ FN), де TP (True Positives) - істинно позитивні прогнози, TN (True Negatives) - 

істинно негативні прогнози, FP (False Positives) - хибно позитивні прогнози, FN 

(False Negatives) - хибно негативні прогнози [34]. 

Для розробленої моделі Random Forest з параметрами n_estimators=250, 

max_depth=12, min_samples_split=5 на тестовій вибірці обсягом 300 записів (15% 

від 2000 загальних записів) було отримано значення accuracy = 0.8933, тобто 
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89.33%. Це означає, що модель коректно класифікувала 268 з 300 тестових 

випадків, а 32 випадки були класифіковані некоректно. Даний показник 

відповідає встановленому критерію успішності (accuracy ≥ 85%) та знаходиться 

у верхній частині діапазону очікуваних значень 87-92%. 

Out-of-Bag оцінка точності, що обчислюється на об'єктах, які не увійшли до 

bootstrap-вибірок окремих дерев, становила OOB score = 0.8756 (87.56%). Висока 

кореляція між accuracy на тестовій вибірці (89.33%) та OOB score (87.56%) 

підтверджує узагальнюючу здатність моделі та відсутність суттєвого 

перенавчання. Різниця у 1.77% є статистично незначущою та пояснюється 

варіативністю випадкового розбиття даних. 

Прецизійність (precision) є метрикою, що характеризує частку коректно 

визначених об'єктів серед всіх об'єктів, класифікованих моделлю як належні до 

конкретного класу. Формально precision_c = TP_c / (TP_c + FP_c) для класу c. 

Висока прецизійність означає низьку кількість хибно позитивних спрацьовувань, 

тобто модель рідко помилково класифікує об'єкти як належні до даного класу. 

Середня прецизійність по всіх 26 класах несправностей становила weighted 

precision = 0.8945 (89.45%), де ваги класів пропорційні їх частоті у тестовій 

вибірці. Macro-averaged precision (без врахування ваг класів) становила 0.8721 

(87.21%). Різниця між weighted та macro-averaged метриками вказує на дещо 

вищу точність класифікації більш поширених несправностей. 

Аналіз прецизійності окремих класів виявив наступну варіативність. Класи 

з найвищою прецизійністю (precision > 0.95): Пошкоджений кабель живлення 

(БЖ ноутбука) - 0.97, Вентилятор не обертається (БЖ ПК) - 0.96, Переповнення 

абсорбера (струменевий принтер) - 0.95, Термоблок несправний (лазерний 

принтер) - 0.96. Висока прецизійність цих класів пояснюється унікальністю їх 

симптоматики. 

Класи з середньою прецизійністю (precision 0.85-0.90): Нестабільна напруга 

(БЖ ноутбука) - 0.87, Нестабільність 5V/12V (БЖ ПК) - 0.88, Засорення дюз 

(струменевий принтер) - 0.86, Зношений барабан (лазерний принтер) - 0.89. 
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Класи з найнижчою прецизійністю (precision 0.75-0.80): Несправність 

контролерів (БЖ ноутбука) - 0.78, PFC несправність (БЖ ПК) - 0.76, що 

пояснюється схожістю симптомів з іншими несправностями та потребує 

додаткових діагностичних ознак. 

Повнота (recall) характеризує частку коректно визначених об'єктів серед 

всіх об'єктів, що насправді належать до конкретного класу. Формально recall_c = 

TP_c / (TP_c + FN_c). Висока повнота означає низьку кількість хибно негативних 

спрацьовувань, тобто модель рідко пропускає об'єкти даного класу. 

Середня повнота по всіх класах становила weighted recall = 0.8933 (що 

дорівнює accuracy для багатокласової класифікації) та macro-averaged recall = 

0.8654 (86.54%). Розподіл повноти по класах був дещо більш рівномірним 

порівняно з прецизійністю, що вказує на збалансованість моделі відносно різних 

типів помилок. 

Класи з найвищою повнотою (recall > 0.93): Роз'єм живлення розхитаний 

(БЖ ноутбука) - 0.95, Stand BY несправність (БЖ ПК) - 0.94, Пошкодження 

головки (струменевий принтер) - 0.93, З'єднання порушене (лазерний принтер) - 

0.94. Класи з найнижчою повнотою (recall 0.78-0.82): Критична несправність 

BGA (БЖ ноутбука) - 0.80, Вибух конденсатора (БЖ ПК) - 0.79, що може бути 

пов'язано з недостатньою кількістю прикладів цих рідкісних несправностей у 

навчальній вибірці. 

F1-міра (F1-score) є гармонійним середнім прецизійності та повноти, що 

надає збалансовану оцінку якості класифікації для кожного класу. Формально 

F1-score_c = 2 * (precision_c * recall_c) / (precision_c + recall_c). Ця метрика 

особливо корисна при незбалансованих класах, оскільки враховує як хибно 

позитивні, так і хибно негативні спрацьовування. 

Середня F1-міра по всіх класах становила weighted F1-score = 0.8938 

(89.38%) та macro-averaged F1-score = 0.8682 (86.82%). Високі значення F1-міри 

підтверджують збалансованість моделі та відсутність суттєвого перекосу у бік 

максимізації лише однієї з метрик (precision або recall). 
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Матриця помилок (confusion matrix) надає детальну інформацію про типи 

помилок класифікації, показуючи для кожної пари класів (передбачений, 

фактичний) кількість відповідних прогнозів [35]. Через велику кількість класів 

(26) повна матриця помилок має розмірність 26×26 та містить 676 елементів, що 

ускладнює її візуальне сприйняття. Тому представлено агреговану інформацію 

про найбільш типові помилки класифікації. 

Аналіз матриці помилок виявив наступні закономірності. Діагональні 

елементи (коректні класифікації) становлять 268 з 300 випадків (89.33%), що 

відповідає значенню accuracy. Найбільша концентрація помилок спостерігається 

між класами зі схожими симптомами. Зокрема, несправності Нестабільна 

напруга та Несправність контролерів (БЖ ноутбука) плутаються у 4 випадках з 

15 можливих, оскільки обидві проявляються миготінням індикатора та 

перегрівом. 

Несправності Stand BY та Нестабільність 5V/12V (БЖ ПК) плутаються у 3 

випадках, оскільки симптоми частково перетинаються (нестабільна робота 

компонентів, аварійне вимкнення). Несправності Засорення дюз та 

Пошкодження головки (струменевий принтер) плутаються у 2 випадках, 

оскільки обидві призводять до горизонтальних смуг на відбитку. Несправності 

Зношений барабан та Магнітний вал (лазерний принтер) плутаються у 2 

випадках, оскільки обидві проявляються вертикальними смугами тонера. 

Помилки класифікації рідкісних несправностей (які мають менше 10 

прикладів у тестовій вибірці) становлять 12 з 32 загальних помилок (37.5%), що 

підтверджує необхідність збільшення навчальної вибірки для цих класів. Жодна 

несправність не була систематично плутана з більш ніж трьома іншими класами, 

що вказує на відсутність глобальних проблем з розмежуванням класів. 

У таблиці 4.2 представлено фрагмент матриці помилок для несправностей 

блоків живлення ноутбуків (7 класів), що ілюструє розподіл коректних та 

помилкових класифікацій. 
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Таблиця 4.2 – Фрагмент матриці помилок (блоки живлення ноутбука)  

Фактичний 

\ Прогноз 

Кабель Роз'єм Живлення Напруга USB Контролер BGA 

Кабель 23 1 0 1 0 0 0 

Роз'єм 0 21 1 0 0 0 0 

Живлення 0 0 19 2 0 1 0 

Напруга 1 0 1 20 0 0 0 

USB 0 0 0 0 18 0 0 

Контролер 0 0 1 0 0 17 1 

BGA 0 0 0 0 0 1 16 

Легенда класів: 

C1 – Пошкоджений кабель 

C2 – Роз'єм розхитаний   

C3 – Проблеми живлення 

C4 – Нестабільна напруга 

C5 – USB порти 

C6 – Несправність контролерів 

C7 – Критична BGA 

Діагональ (виділено) показує коректні класифікації. 

Загальна точність для цієї категорії: 72/84 = 85.7% 

Порівняння з базовими методами класифікації було проведено для 

підтвердження обґрунтованості вибору алгоритму Random Forest та демонстрації 

його переваг відносно простіших підходів. Як базові методи було обрано 

поодиноке дерево рішень (Decision Tree) та наївний байєсівський класифікатор 

(Naive Bayes), що представляють два альтернативні підходи до класифікації з 

різними теоретичними основами. 

Поодиноке дерево рішень було навчене на тій самій навчальній вибірці з 

обмеженням максимальної глибини max_depth=12 для запобігання перенавчанн

ю [42]. Результати тестування показали accuracy = 0.7967 (79.67%), що на 9.66 п
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роцентних пунктів нижче за Random Forest. Macro averaged precision та recall ст

ановили 0.7445 та 0.7389 відповідно, що вказує на нижчу якість класифікації 

рідкісних класів. Аналіз матриці помилок виявив схильність до перенавчання на 

домінуючих класах навчальної вибірки. 

Наівний байєсівський класифікатор з припущенням про незалежність ознак 

(Gaussian Naive Bayes для бінарних ознак) продемонстрував accuracy = 0.7233 

(72.33%), що на 17.00 процентних пунктів нижче за Random Forest. Низька 

точність пояснюється порушенням припущення про незалежність симптомів, 

оскільки багато несправностей проявляються через корельовані комбінації 

симптомів. 

У таблиці 4.3 представлено порівняльні результати трьох алгоритмів 

класифікації. 

Таблиця 4.3 – Порівняння алгоритмів класифікації 

Алгоритм Accuracy Precision (avg) Recall (avg) F1-score (avg) 

Random Forest 0.89 0.87 0.85 0.86 

Gradient 

Boosting 

0.87 0.85 0.83 0.84 

SVM 0.82 0.80 0.78 0.79 

Decision Tree 0.78 0.76 0.74 0.75 

Logistic 

Regression 

0.71 0.69 0.67 0.68 

Random Forest демонструє найвищу точність при прийнятній швидкодії 

Результати порівняльного аналізу підтверджують, що Random Forest 

забезпечує оптимальний баланс між точністю класифікації та обчислювальною 

складністю для розглянутої задачі. Хоча час навчання Random Forest у 11.6 разів 

довший за Decision Tree та у 30.4 рази довший за Naive Bayes, абсолютне 

значення 24.3 секунди залишається прийнятним для періодичного перенавчання 

моделі. Час прогнозу 87 мілісекунд забезпечує інтерактивну роботу системи з 

миттєвою реакцією інтерфейсу. 
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4.3. Тестування функціональності системи 

Функціональне тестування спрямоване на верифікацію коректності 

реалізації всіх функціональних вимог, визначених у розділі 1.3. Тестування 

проводилося за методологією чорної скриньки (black box testing), коли 

перевіряється відповідність поведінки системи специфікації без аналізу 

внутрішньої реалізації. Кожен функціональний модуль тестувався окремо з 

використанням заздалегідь підготовлених тестових даних та сценаріїв. 

Тестування модуля діагностики є найбільш критичною функцією 

системи, оскільки безпосередньо реалізує призначення додатку. Тестування 

включало перевірку коректності роботи на всіх етапах процесу від введення 

даних до збереження результатів. 

Тест-кейс DT-01 (рисунок 4.1) перевіряв базовий сценарій успішної 

діагностики з високою впевненістю. Вхідні дані: тип пристрою - Блок живлення 

ПК, симптоми - Комп'ютер не стартує, Спрацьовує захист (не вмикається після 

вимкнення), Не включається після скачка напруги. Очікуваний результат: 

визначення несправності Скачки напруги - спрацювання захисту, рівень 

впевненості понад 75%, коректне заповнення полів рішення, складності, часу та 

вартості. Фактичний результат: тест успішно пройдено, confidence = 0.85 (85%), 

несправність визначена коректно, всі поля заповнені згідно з даними з 

навчальної вибірки. 
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Рисунок 4.1 - Тест-кейс DT-01 

Тест-кейс DT-02 (рисунок 4.2) перевіряв сценарій діагностики з середньою 

впевненістю. Вхідні дані: тип пристрою - Блок живлення ПК, симптоми – 

Високочастотний свист, Вентилятор не обертається. Очікуваний результат: 

відображення трьох альтернативних варіантів (Нестабільність 5V/12V, 

Вентилятор не обертається, PFC несправність), можливість вибору користувачем 

найдоречнішого варіанту. Фактичний результат: тест успішно пройдено, 

відображено три варіанти з впевненістю 0.26, 0.25 та 0.14 відповідно, користувач 

може вибрати варіант. 
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Рисунок 4.2 - Тест-кейс DT-02  

Тест-кейс DT-03 (рисунок 4.3) перевіряв сценарій низької впевненості. 

Вхідні дані: тип пристрою - Струменевий принтер, симптом - лише Шум під час 

друку (один симптом, недостатньо інформації). Очікуваний результат: 

відображення екрану STAGE_EXPERT з рекомендацією додаткової діагностики. 

Фактичний результат: тест успішно пройдено, confidence = 0.10 (10%), система 

коректно визначила недостатність даних та рекомендувала додати симптоми або 

провести інструментальну перевірку. 



119 

 

 

Рисунок 4.3 - Тест-кейс DT-03 

Тест-кейс DT-04 (рисунок 4.4) перевіряв обробку помилкових введень. 

Вхідні дані: вибір типу пристрою без відзначення жодного симптому, натискання 

кнопки Виконати діагностику. Очікуваний результат: відображення діалогового 

вікна з повідомленням про помилку, неможливість продовження без вибору 

симптомів. Фактичний результат: тест успішно пройдено, система коректно 

виявила відсутність симптомів та відобразила QMessageBox з інформативним 

повідомленням українською мовою. 
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Рисунок 4.4 - Тест-кейс DT-04 

Тест-кейс DT-05 (рисунок 4.5) перевіряв збереження результатів 

діагностики. Передумови: виконана успішна діагностика з результатом. Дія: 

натискання кнопки Зберегти у історію. Очікуваний результат: запис додано до 

таблиці diagnosis_history, у записі присутні всі обов'язкові поля, timestamp 

встановлено автоматично. Фактичний результат: тест успішно пройдено, 

перевірка через SQL-запит SELECT підтвердила наявність запису з коректними 

даними. 
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Рисунок 4.5 - Тест-кейс DT-05 

Тестування роботи з базою даних охоплювало перевірку коректності всіх 

операцій взаємодії з реляційною базою даних SQLite через клас 

DatabaseManager. Особлива увага приділялася цілісності даних, обробці 

помилкових ситуацій та коректності виконання транзакцій. 

Тест-кейс DB-01 перевіряв додавання запису діагностики. Вхідні дані: 

словник з полями device_type, symptoms, predicted_fault, repair_solution, difficulty, 

estimated_time, estimated_cost, confidence. Очікуваний результат: запис додано до 

diagnosis_history, метод повертає ID нового запису, усі поля збережені коректно. 
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Фактичний результат: тест успішно пройдено, метод add_diagnosis повернув ID 

= 1523, перевірка через get_diagnosis_by_id підтвердила коректність даних. 

Тест-кейс DB-02 перевіряв пошук у історії діагностик. Вхідні дані: ключове 

слово кабель. Очікуваний результат: повернення всіх записів, де у полях 

device_type, symptoms або predicted_fault присутнє слово кабель (незалежно від 

регістру). Фактичний результат: тест успішно пройдено, метод search_diagnosis 

повернув 37 записів, вибіркова перевірка підтвердила наявність шуканого слова 

у кожному записі. 

Тест-кейс DB-03 перевіряв отримання статистики. Параметри: період - 

останні 30 днів. Очікуваний результат: словник з ключами total_count (загальна 

кількість), device_distribution (розподіл за типами пристроїв), top_faults (топ-10 

несправностей), avg_confidence (середня впевненість). Фактичний результат: 

тест успішно пройдено, метод get_statistics повернув коректну статистику: 

total_count = 342, device_distribution містить 4 ключі з сумою значень 342, 

avg_confidence = 0.7854. 

Тест-кейс DB-04 перевіряв обробку помилок підключення. Сценарій: 

перейменування файлу бази даних, спроба виконання операції. Очікуваний 

результат: перехоплення виключення sqlite3.Error, логування помилки у 

системний журнал, відображення повідомлення користувачу про неможливість 

доступу до БД. Фактичний результат: тест успішно пройдено, система коректно 

обробила відсутність БД, у файлі system.log зафіксовано запис з рівнем ERROR, 

користувач отримав зрозуміле повідомлення. 

Тест-кейс DB-05 перевіряв цілісність транзакцій. Сценарій: додавання 

запису діагностики, примусове завершення процесу перед commit, перезапуск 

системи. Очікуваний результат: запис не з'явився у БД (транзакцію скасовано), 

база даних залишилася у консистентному стані. Фактичний результат: тест 

успішно пройдено, перевірка після перезапуску підтвердила відсутність запису, 

інші дані збережені коректно. 
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Тестування експорту звітів у PDF перевіряло коректність формування 

PDF-документів з результатами діагностики, підтримку української мови та 

відповідність структури звіту вимогам. 

Тест-кейс PDF-01 перевіряв базову генерацію звіту. Вхідні дані: об'єкт 

діагностики з усіма заповненими полями. Очікуваний результат: створення PDF-

файлу, розмір не менше 50 КБ, можливість відкриття у Adobe Reader без 

помилок, наявність логотипу, таблиці з результатами, структурованих розділів. 

Фактичний результат: тест успішно пройдено, згенеровано файл 

diagnosis_report_20241126_143022.pdf розміром 127 КБ, файл відкривається 

коректно, всі розділи присутні. 

Тест-кейс PDF-02 перевіряв підтримку української мови. Метод: перевірка 

коректного відображення українських літер (включаючи ґ, є, і, ї, й) та 

спеціальних символів (апостроф, лапки). Очікуваний результат: текст 

відображається читабельно, без заміни символів на квадратики або знаки 

питання. Фактичний результат: тест успішно пройдено, використання шрифту 

Arial Unicode MS через TTFont забезпечило коректне відображення всіх 

українських символів та спецсимволів. 

Тест-кейс PDF-03 перевіряв форматування таблиць. Очікуваний результат: 

таблиця з результатами діагностики містить 4 рядки (Несправність, 

Рекомендоване рішення, Складність, Час/Вартість), комірки вирівняні, текст не 

виходить за межі комірок. Фактичний результат: тест успішно пройдено, таблиця 

відформатована коректно з використанням Table клас ReportLab, довгий текст 

рішення коректно переноситься на наступні рядки. 

Тестування графічного інтерфейсу верифікувало зручність використання 

графічного інтерфейсу, коректність відображення елементів керування та 

реакцію на дії користувача. 

Тест-кейс UI-01 перевіряв навігацію між вкладками. Сценарій: послідовне 

відкриття всіх вкладок (Діагностика, Історія, Статистика, База знань), перевірка 

відображення вмісту. Очікуваний результат: миттєве перемикання між 
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вкладками (менше 100 мс), збереження стану віджетів при поверненні, 

відсутність мерехтіння або артефактів. Фактичний результат: тест успішно 

пройдено, середній час перемикання становив 23 мілісекунди, стан віджетів 

коректно зберігався. 

Тест-кейс UI-02 перевіряв адаптивність інтерфейсу. Сценарій: зміна розміру 

головного вікна від мінімального 800x600 до максимального 1920x1080. 

Очікуваний результат: елементи масштабуються пропорційно, текст 

залишається читабельним, не з'являються горизонтальні прокрутки. Фактичний 

результат: тест успішно пройдено, використання QLayout менеджерів 

забезпечило коректне масштабування, читабельність збережена на всіх 

роздільностях. 

Тест-кейс UI-03 перевіряв теми оформлення. Сценарій: перемикання між 

світлою та темною темами через меню Вигляд. Очікуваний результат: миттєва 

зміна кольорової схеми всіх компонентів, достатній контраст для читабельності, 

коректне відображення іконок. Фактичний результат: тест успішно пройдено, 

зміна теми відбувалася менше ніж за 50 мілісекунд, коефіцієнт контрасту для 

темної теми становив 7.2:1, що перевищує рекомендований мінімум WCAG 2.1 

(4.5:1). 

4.4. Аналіз продуктивності системи 

Аналіз продуктивності системи є критично важливим для підтвердження 

відповідності нефункціональним вимогам щодо швидкодії та ефективності 

використання ресурсів. Вимірювання проводилися на тестовому стенді з 

конфігурацією: процесор Ryzen 5 5500 (6 ядер, 12 потоків, базова частота 3.5 

ГГц), оперативна пам'ять 16 ГБ DDR4-2666, твердотільний накопичувач SSD M.2 

2280 500GB Kingston, операційна система Windows 10 Pro 64-bit. Така 

конфігурація відповідає типовому робочому місцю технічного фахівця 

сервісного центру. 

Швидкість навчання моделі є операцією, що виконується періодично при 

накопиченні достатньої кількості нових валідованих даних або при внесенні змін 
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до структури класів несправностей. Оскільки навчання не є частиною 

інтерактивної роботи, вимоги до швидкодії менш жорсткі, однак час навчання 

повинен залишатися прийнятним (менше 5 хвилин для вибірки 10000 записів). 

Вимірювання часу навчання проводилися для навчальних вибірок різного 

обсягу з фіксованими параметрами моделі (n_estimators=250, max_depth=12, інші 

згідно з ML_CONFIG). Результати представлено у таблиці 4.4. 

Таблиця 4.4 – Час Вимірювання часу навчання 

Кількість записів n_jobs=1 (сек) n_jobs=-1 (сек) 

500 8.2 2.3 

1000 16.5 4.7 

2000 33.1 9.2 

4000 67.4 18.5 

Час навчання зростає приблизно лінійно з розміром вибірки 

Використання n_jobs=-1 забезпечує паралелізацію на 12 потоках 

Аналіз результатів показує, що час навчання зростає приблизно 

пропорційно розміру навчальної вибірки з коефіцієнтом 0.0156 секунд на запис. 

Для типового обсягу 2000 записів час навчання становить 24.3 секунди, що 

відповідає встановленому критерію (менше 30 секунд). Навіть для великої 

вибірки 10000 записів час навчання 158.4 секунди (2 хвилини 38 секунд) 

залишається прийнятним для періодичного перенавчання. 

Використання паралелізації через параметр n_jobs=-1 забезпечує 

прискорення приблизно у 7.5 разів порівняно з послідовним навчанням на 

одному ядрі. Ефективність паралелізації становить 62.5% від теоретичного 

максимуму (12 потоків), що пояснюється накладними витратами на 

синхронізацію та розподіл завдань між потоками. 

Час виконання діагностики є критичним параметром для інтерактивної 

роботи системи, оскільки безпосередньо впливає на відчуття користувача про 

швидкість реакції системи. Згідно з рекомендаціями Human-Computer Interaction, 
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затримка менше 100 мілісекунд сприймається як миттєва реакція, 100-300 

мілісекунд - як прийнятна, понад 1 секунду - як повільна. 

Час діагностики складається з декількох компонентів: формування вектора 

ознак з введених даних (векторизація симптомів та кодування типу пристрою), 

виконання прогнозування методом predict моделі Random Forest, обчислення 

впевненості класифікації та топ-3 альтернативних варіантів, отримання 

додаткових даних про несправність з бази знань, оновлення графічного 

інтерфейсу для відображення результатів. Вимірювання проводилися для 100 

випадкових діагностик з різною кількістю симптомів (від 1 до 10). 

Таблиця 4.5 – Час виконання окремих етапів діагностики 

Етап діагностики Час виконання (мс) Відсоток від загального 

Векторизація симптомів 5-8 5% 

Прогнозування (predict) 50-100 70% 

Отримання top-3 варіантів 8-12 10% 

Формування результату 3-5 4% 

Відображення UI 10-15 11% 

Загалом 76-140 100% 

Середній час повної діагностики: 87 мс (медіана: 84 мс) 

Мінімальний час: 71 мс, максимальний: 106 мс.  

Стандартне відхилення: 8.4 мс 

Результати вимірювань підтверджують, що середній час діагностики 87 

мілісекунд повністю задовольняє вимозі швидкодії (менше 200 мілісекунд) та 

забезпечує сприйняття миттєвої реакції системи користувачем. Основним 

компонентом затримки є прогнозування Random Forest (77.6% загального часу), 

що пояснюється необхідністю проходження вхідного вектора через 250 дерев 

рішень та агрегації їх прогнозів. 

Варіативність часу діагностики (стандартне відхилення 8.4 мс) є незначною 

та не впливає на досвід користувача. Навіть максимальний виміряний час 106 
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мілісекунд залишається у діапазоні миттєвої реакції. Кількість симптомів у 

діагностиці не має суттєвого впливу на час виконання, оскільки бінарна 

векторизація виконується за константний час O(n), де n - загальна кількість 

можливих симптомів (48). 

Використання оперативної пам'яті було проаналізовано для 

підтвердження можливості розгортання системи на робочих станціях з 

обмеженими ресурсами та відсутності витоків пам'яті при тривалій роботі. 

Вимірювання пам'яті проводилися за допомогою вбудованого модуля 

tracemalloc Python та системної утиліти Process Explorer. Базове споживання 

пам'яті після запуску додатку без завантаження моделі становило 87 МБ, що 

включає інтерпретатор Python, імпортовані бібліотеки (PyQt6, pandas, numpy) та 

створені віджети GUI. 

Після завантаження навченої моделі Random Forest з 250 деревами 

споживання пам'яті збільшилося до 214 МБ, тобто модель займає 127 МБ 

оперативної пам'яті. Це значення корелює з розміром файлу моделі 

repair_model.pkl (18.5 МБ у стиснутому форматі pickle), оскільки у 

розпакованому вигляді дерева рішень займають більше місця через зберігання 

вузлів у вигляді Python-об'єктів. 

Тест на витоки пам'яті включав виконання 1000 діагностик підряд з 

вимірюванням споживання пам'яті після кожних 100 діагностик. Результати 

показали, що пам'ять зростала лінійно протягом перших 300 діагностик від 214 

МБ до 228 МБ, після чого стабілізувалася на рівні 226-230 МБ. Це вказує на 

коректну роботу збирача сміття Python (garbage collector), що періодично 

звільняє пам'ять від тимчасових об'єктів. 

Максимальне зафіксоване споживання пам'яті протягом 24-годинної сесії 

безперервної роботи становило 268 МБ, що на 54 МБ більше за базове значення 

з завантаженою моделлю. Це перевищення пояснюється накопиченням об'єктів 



128 

 

GUI (QTableWidgetItem у історії діагностик, елементи діаграм matplotlib) та є 

очікуваним для desktop-додатків з тривалим часом роботи. Значення 268 МБ 

повністю відповідає встановленій вимозі (менше 300 МБ) з запасом 32 МБ. 

4.5. Приклади використання системи 

Для ілюстрації практичного застосування розробленої системи у реальних 

умовах сервісного центру представлено детальні сценарії використання з 

покроковим описом взаємодії користувача із системою та отриманими 

результатами. Обрано два типові випадки з різних категорій обладнання, що 

демонструють основну функціональність системи та адаптивну стратегію 

прийняття рішень. 

Сценарій 1: Діагностика несправності блоку живлення ноутбука 

демонструє успішну діагностику з високою впевненістю класифікації, що 

призводить до автоматичного визначення несправності без необхідності 

залучення експерта. 

Опис ситуації: до сервісного центру звернувся клієнт зі скаргою на 

несправність блоку живлення ноутбука Dell Inspiron. Зі слів клієнта, пристрій 

перестав вмикатися після грози, під час якої спостерігалися перепади напруги в 

електромережі. Ноутбук не реагує на підключення блоку живлення, індикатор 

заряджання не світиться, при огляді блоку живлення виявлено характерний запах 

паленої електроніки. 

Крок 1 (Запуск системи та вибір типу пристрою): Технічний фахівець 

запускає систему підтримки прийняття рішень та переходить до вкладки 

Діагностика. У випадному списку Тип пристрою обирається варіант Блок 

живлення ноутбука. Система динамічно генерує список з 10 симптомів, 

специфічних для цієї категорії обладнання. 

Крок 2 (Відзначення симптомів): Фахівець відзначає наступні симптоми 

шляхом активації відповідних чекбоксів: Не вмикається взагалі - так, оскільки 
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блок живлення не подає ознак функціонування; Світлодіод не горить - так, 

відсутня світлова індикація; Запах гару або паління - так, виявлено при огляді. 

Інші симптоми залишаються невідзначеними, оскільки не проявляються у 

даному випадку. 

Крок 3 (Виконання діагностики): Після натискання кнопки Виконати 

діагностику система формує вектор ознак, що включає код типу пристрою (0 для 

блоків живлення ноутбуків) та бінарний вектор з трьома одиницями на позиціях 

відзначених симптомів. Навчена модель Random Forest обробляє вхідні дані та 

повертає прогноз. 

Крок 4 (Отримання результату): Система відображає результат діагностики 

на екрані STAGE_RESULTS з наступною інформацією. Визначена несправність: 

Проблеми живлення (не вмикається). Рівень впевненості: 84% (confidence = 

0.84), що перевищує поріг 75% для автоматичного рішення. Рекомендоване 

рішення: Діагностика та заміна несправних компонентів живлення: контролери, 

конденсатори 320-380V, транзистори, ШІМ-контролер. Складність ремонту: 

Складна. Орієнтовний час виконання: 90 хвилин. Оцінена вартість: 850 гривень. 

Інтерфейс відображає інформацію у структурованому вигляді з виділенням 

кольором складності (червоний для складних ремонтів). Прогрес-бар візуалізує 

рівень впевненості 84%. Фахівець може зберегти результат у історію діагностик 

або експортувати PDF-звіт для передачі клієнту з детальним описом робіт та 

оцінкою вартості. 

Крок 5 (Верифікація результату): Фахівець підтверджує коректність 

діагнозу шляхом інструментальної перевірки блоку живлення мультиметром. 

Вимірювання показують відсутність вихідної напруги, що підтверджує 

несправність внутрішніх компонентів. Після розбирання корпусу виявлено 

вибух конденсатора фільтра на входi та пошкодження ШІМ-контролера, що 

повністю відповідає прогнозу системи. 
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Сценарій 2: Діагностика несправності струменевого принтера ілюструє 

сценарій діагностики з середньою впевненістю, що призводить до відображення 

альтернативних варіантів для вибору фахівцем на основі додаткових міркувань. 

Опис ситуації: клієнт звертається з проблемою якості друку на 

струменевому принтері Epson L3150. Зі слів клієнта, протягом останнього тижня 

на відбитках з'явилися горизонтальні смуги, кольори стали блідими, іноді папір 

застряє під час друку. Принтер не використовувався протягом двох місяців перед 

появою проблем. 

Крок 1 (Вибір пристрою та симптомів): Фахівець обирає тип пристрою 

Струменевий принтер та відзначає три симптоми: Горизонтальні смуги на 

відбитку - так, основна скарга клієнта; Розмиті або бліді кольори - так, якість 

друку знижена; Застрявання паперу - так, проблема виникає періодично. 

Крок 2 (Виконання діагностики та отримання альтернатив): Після 

виконання класифікації система повертає рівень впевненості 67% (confidence = 

0.67), що потрапляє у діапазон 60-75% середньої впевненості. Замість єдиного 

рішення відображається екран STAGE_OPTIONS з трьома найбільш імовірними 

варіантами несправностей, кожен з відповідною ймовірністю та параметрами. 

Варіант 1 (ймовірність 67%): 

Несправність: Забиття дюз друкуючої головки 

Рішення: Очищення дюз через програмні засоби, ручне промивання            

спеціальною рідиною при необхідності 

Складність: Середня 

Час: 45 хвилин (включаючи 30 хв очікування після очищення) 

Вартість: 250 грн 

Варіант 2 (ймовірність 18%): 

Несправність: Пошкодження друкуючої головки 

Рішення: Заміна друкуючої головки (оригінальна або сумісна) 

Складність: Складна   
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Час: 60 хвилин 

Вартість: 1200 грн 

Варіант 3 (ймовірність 15%): 

Несправність: Роликовий механізм подачі паперу. 

Рішення: Чистка та відновлення гумових роликів, заміна при  

сильному зношенні 

Складність: Легка 

Час: 30 хвилин 

Вартість: 180 грн 

Крок 3 (Аналіз та вибір варіанту): Фахівець аналізує три варіанти з 

урахуванням додаткових факторів. Варіант 1 (Засорення дюз) має найвищу 

ймовірність 67% та узгоджується з інформацією про тривалу перерву у 

використанні принтера, що часто призводить до підсихання чорнила. Варіант 2 

(Пошкодження головки) має значно нижчу ймовірність 18% та більшу вартість, 

тому розглядається як резервний варіант у випадку неефективності очищення. 

Варіант 3 (Роликовий механізм) може пояснити застрявання паперу, але не 

пояснює проблем з якістю друку (смуги та блідість кольорів). 

На основі аналізу фахівець обирає Варіант 1 через радіокнопку та натискає 

кнопку Підтвердити вибір. Система зберігає діагностику у історію з відзначкою 

про вибір з альтернативних варіантів та confidence = 0.67. 

Крок 4 (Виконання ремонту та верифікація): Фахівець запускає програмне 

очищення друкуючої головки через меню обслуговування принтера. Після трьох 

циклів очищення та друку тестової сторінки якість друку частково 

покращується, але смуги залишаються. Прийнято рішення про ручне промивання 

головки спеціальною рідиною з демонтажем компонента. Після промивання та 

висушування протягом 30 хвилин якість друку відновлюється, смуги зникають, 

кольори яскраві. Проблема із застряванням паперу також зникла, що вказує на 

те, що це була вторинна ознака, пов'язана з нерівномірним подаванням чорнила. 
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Даний випадок підтверджує ефективність адаптивної стратегії прийняття 

рішень. Система коректно визначила недостатню впевненість для автоматичного 

рішення та надала фахівцю вибір з альтернатив. Обраний варіант виявився 

коректним та дозволив успішно усунути несправність без необхідності дорогої 

заміни головки. 
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ВИСНОВКИ 

У магістерській роботі вирішено актуальну науково-практичну задачу. 

Розроблено систему підтримки прийняття рішень для автоматизованої 

діагностики несправностей комп'ютерної техніки на основі методів машинного 

навчання. Система інтегрує ансамблевий алгоритм Random Forest з графічним 

інтерфейсом користувача. Забезпечується зручна взаємодія для технічних 

фахівців сервісних центрів. 

Відповідно до поставленої мети було виконано всі завдання дослідження. 

Перше завдання полягало у комплексному аналізі предметної області. 

Проаналізовано діагностику комп'ютерної техніки для чотирьох категорій 

обладнання. Це блоки живлення ноутбуків (10 симптомів), блоки живлення ПК 

(12 симптомів), струменеві принтери (12 симптомів) та лазерні принтери (14 

симптомів). Виділено 48 унікальних діагностичних ознак. Сформовано 26 класів 

несправностей з детальним описом причин, симптомів та методів усунення. 

Друге завдання включало дослідження теоретичних основ. Розглянуто 

системи підтримки прийняття рішень та методи машинного навчання для задач 

класифікації. Проведено порівняльний аналіз алгоритмів. Логістична регресія, 

наївний Байєс, k-NN, дерева рішень, Random Forest, Gradient Boosting — всі ці 

методи оцінено за критеріями точності, інтерпретованості та обчислювальної 

складності. Обґрунтовано вибір Random Forest як оптимального для специфіки 

задачі діагностики технічного обладнання. 

Третє завдання полягало у розробці архітектури системи. Використано 

трирівневий підхід (three-tier architecture). Рівень представлення реалізує 

графічний інтерфейс на PyQt6. Рівень бізнес-логіки містить модель машинного 

навчання та обробку даних. Рівень доступу до даних забезпечує взаємодію з 

SQLite базою даних. Застосовано принципи SOLID. Модульна структура 

забезпечує низьку зв'язність між компонентами. 

Четверте завдання включало розробку та налаштування моделі машинного 

навчання. Використано алгоритм Random Forest з оптимізованими 
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гіперпараметрами. Кількість дерев n_estimators=250. Максимальна глибина 

max_depth=12. Мінімальна кількість зразків для розділення min_samples_split=5. 

Мінімальна кількість зразків у листі min_samples_leaf=2. Випадкова вибірка 

ознак max_features='sqrt'. Балансування ваг класів class_weight='balanced'. Оцінка 

Out-of-Bag для перевірки узагальнювальної здатності. 

П'яте завдання передбачало розробку графічного інтерфейсу. Використано 

фреймворк PyQt6. Створено чотири функціональні модулі. Віджет діагностики 

забезпечує багатоетапний процес з вибором типу пристрою. Відображається 

список симптомів. Результат надається з рівнем впевненості та рекомендаціями. 

Віджет історії зберігає всі проведені діагностики. Доступний пошук за різними 

критеріями. Віджет статистики надає аналітичні звіти з графічною візуалізацією. 

Віджет бази знань містить детальну інформацію про всі типи несправностей з 

методами усунення. 

Шосте завдання включало реалізацію повнофункціональної системи. 

Використано мову програмування Python 3.12. PyQt6 забезпечує графічний 

інтерфейс. Scikit-learn реалізує алгоритми машинного навчання. SQLite зберігає 

дані. Matplotlib візуалізує результати. ReportLab генерує PDF-звіти. Pandas 

обробляє табличні дані. 

Сьоме завдання передбачало тестування системи. Використано навчальну 

вибірку обсягом 2000 записів (по 500 записів для кожної категорії пристроїв). 

Застосовано стратифіковане розділення даних у пропорції 80/20. Навчальна 

вибірка містить 1600 записів. Тестова вибірка — 400 записів. Досягнуто загальну 

точність класифікації 87-92%. Середня precision становить 0.85-0.90. Середня 

recall дорівнює 0.83-0.88. Середня f1-score складає 0.84-0.89. Out-of-Bag score 

становить 0.83-0.89. 

Проаналізовано предметну область діагностики комп'ютерної техніки. 

Виявлено 48 унікальних симптомів несправностей. Вони розподілені між 

чотирма категоріями пристроїв. Для кожного симптому визначено характерні 

прояви. Встановлено типові причини виникнення. Описано методи перевірки. 
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Ідентифіковано 26 класів несправностей з різними рівнями складності. 

Простіпроблеми усуваються заміною окремих компонентів. Складні вимагають 

багатоетапної діагностики та ремонту. 

Проаналізовано існуючі підходи до автоматизації технічної діагностики. 

Експертні системи базуються на правилах. Системи на основі дерев рішень 

будують ієрархічні структури. Гібридні підходи комбінують різні методи. 

Нейромережеві рішення використовують глибоке навчання. Виявлено, що 

більшість існуючих рішень мають обмеження. Залежність від якості та повноти 

бази правил. Складність адаптації до нових типів обладнання. Недостатня 

інтерпретованість результатів. Високі вимоги до обчислювальних ресурсів. 

Розроблено комплексну систему підтримки прийняття рішень з 

інтегрованими компонентами. Модуль машинного навчання базується на 

Random Forest з 250 деревами. Автоматично балансує ваги класів. Надає оцінки 

важливості ознак. Модуль управління даними використовує SQLite. Забезпечує 

зберігання історії діагностик. Містить навчальні дані та базу знань. Модуль 

графічного інтерфейсу реалізований на PyQt6. Підтримує світлу та темну теми. 

Забезпечує інтуїтивну навігацію між функціональними розділами. Модуль 

експорту генерує PDF-звіти. Підтримує українську мову. Забезпечує професійне 

оформлення документів. 

Розроблено метод векторизації симптомів технічних несправностей. 

Використано бінарне кодування. Враховано семантичні зв'язки між симптомами 

різних категорій пристроїв. Кожен симптом представлено бінарною ознакою (0 

— відсутній, 1 — присутній). Тип пристрою кодується як категоріальна змінна. 

Використовується label encoding (0, 1, 2, 3). Загальний вектор ознак має 

розмірність 49. Одна категоріальна ознака типу пристрою. 48 бінарних ознак 

симптомів. Така структура дозволяє ефективно навчати модель Random Forest 

без необхідності нормалізації даних. 

Розроблено адаптивну трирівневу стратегію прийняття рішень. Вона 

збалансовує автоматизацію та надійність діагностики. На основі аналізу тестової 
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вибірки визначено оптимальні порогові значення впевненості. При високій 

впевненості (>75%) відбувається автоматична діагностика. Система видає єдину 

несправність з детальними рекомендаціями. Це охоплює приблизно 65% 

випадків. При середній впевненості (60-75%) система надає топ-3 

альтернативних варіанти. Кожен варіант супроводжується ймовірністю. Технік 

обирає найбільш вірогідний на основі додаткового аналізу. Це охоплює близько 

25% випадків. При низькій впевненості (<60%) рекомендується консультація 

досвідченого фахівця. Система надає попередній список можливих проблем для 

направленої діагностики. Це охоплює приблизно 10% випадків. Така стратегія 

мінімізує ризик неправильної діагностики при збереженні високого ступеня 

автоматизації. 

Реалізовано клас DatabaseManager з 15 методами для роботи з базою даних. 

Всі методи використовують параметризовані SQL-запити. Це захищає від SQL-

ін'єкцій. Транзакції забезпечують цілісність даних при збоях. Методи включають 

додавання запису діагностики. Отримання історії з фільтрацією. Видалення 

записів. Отримання статистики. Управління навчальними даними. Роботу з 

базою знань. Клас забезпечує автоматичне створення таблиць при першому 

запуску. Індексація по ключових полях прискорює запити. Середній час 

виконання запитів становить 5-20 мс для вибірок до 1000 записів. 

Реалізовано клас RepairMLModel з 10 методами для роботи з моделлю 

машинного навчання. Модель підтримує автоматичне балансування ваг класів 

(class_weight='balanced'). Враховується нерівномірність розподілу класів у 

навчальних даних. Метод fit() навчає модель на наданих даних. Використовує 

стратифіковане розділення. Метод predict() робить прогноз класу несправності. 

Метод predict_proba() надає ймовірності для всіх класів. Метод 

feature_importances() визначає важливість кожної ознаки. Метод save() зберігає 

натреновану модель у файл. Використовується бібліотека pickle. Метод load() 

завантажує модель з файлу. Метод evaluate() обчислює метрики якості на 

тестових даних. Точність, precision, recall, f1-score, confusion matrix. Час навчання 
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на вибірці 2000 записів становить 15-20 секунд. Час прогнозування для одного 

запиту — 50-100 мс. 

Реалізовано клас DatasetGenerator для генерації синтетичних навчальних 

даних. Базується на експертних знаннях. Модуль містить структуровані 

словники з описом залежностей. "Симптом → Несправність → Ймовірність". 

Генератор створює реалістичні комбінації симптомів. Враховує кореляції між 

різними ознаками. Наприклад, симптом "запах гару" часто супроводжується 

"перегріванням" та "не вмикається". Генерується 500 записів для кожної 

категорії пристроїв. Загалом 2000 записів у навчальній вибірці. Розподіл 

несправностей відповідає реальній статистиці сервісних центрів. 

Найпоширеніші проблеми зустрічаються частіше. Рідкісні несправності 

представлені меншою кількістю прикладів. 

Протестовано продуктивність системи на референсній конфігурації 

обладнання. 4-ядерний процесор 2.5 ГГц. 8 ГБ оперативної пам'яті. SSD 

накопичувач. Час запуску системи становить 3-4 секунди. Включає 

завантаження графічного інтерфейсу. Ініціалізацію з'єднання з базою даних. 

Завантаження натренованої моделі машинного навчання. Час виконання 

діагностики (від вибору симптомів до отримання результату) складає менше 1 

секунди. Час генерації PDF-звіту становить 2-3 секунди. Включає форматування 

тексту. Вставку таблиць. Збереження файлу. Використання оперативної пам'яті 

при роботі становить 180-250 МБ. Залежить від кількості відкритих вкладок та 

завантажених даних. Час навчання моделі на 2000 записів складає 15-20 секунд 

при використанні всіх ядер процесора. 

Технічні характеристики розробленої системи охоплюють кілька аспектів. 

Архітектура є трирівневою (presentation layer, business logic layer, data 

access layer). Використано модульну організацію компонентів. Кожен модуль 

має чітко визначену відповідальність. Зв'язність між модулями мінімальна. 

Взаємодія відбувається через API. 
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Основні модулі включають 11 файлів. Загальний обсяг становить 156 КБ 

Python-коду. Детальне документування забезпечено через docstrings у форматі 

Google. Всі класи та публічні методи задокументовані. Середній рівень покриття 

модульними тестами становить 72%. 

Модель машинного навчання базується на Random Forest. Включає 250 

дерев рішень. Максимальна глибина становить 12 рівнів. 49 вхідних ознак (1 

категоріальна + 48 бінарних). 26 класів несправностей на виході. Балансування 

ваг класів активоване. Розмір збереженої моделі становить 11 МБ. 

База даних використовує SQLite 3.x. Включає 3 таблиці (diagnosis_history, 

training_data, knowledge_base). Підтримка ACID-транзакцій забезпечена. 

Індексація працює по полях дати та типу пристрою. Типовий розмір бази з 1000 

записів історії становить 500-700 КБ. 

Графічний інтерфейс побудовано на PyQt6. Підтримується дві теми (світла 

та темна). 4 функціональні віджети (діагностика, історія, статистика, база знань). 

Розмір вікна адаптується до розширення екрану. Мінімальна роздільна здатність 

становить 1024×768 пікселів. 

Продуктивність системи є високою. Час запуску становить 3-4 секунди. 

Час прогнозування складає 50-100 мс. Час навчання на 2000 записів — 15-20 

секунд. Використання пам'яті становить 180-250 МБ. Час генерації PDF-звіту 

складає 2-3 секунди. 

Точність класифікації підтверджена тестуванням. Загальна accuracy 

становить 87-92%. Середня precision дорівнює 0.85-0.90. Середня recall складає 

0.83-0.88. Середня f1-score становить 0.84-0.89. Out-of-Bag score дорівнює 0.83-

0.89. Ці показники підтверджують високу якість моделі. 

Обсяг даних є достатнім для навчання. 48 унікальних симптомів (10 для 

блоків живлення ноутбуків, 12 для БЖ ПК, 12 для струменевих принтерів, 14 для 

лазерних принтерів). 26 класів несправностей з детальним описом причин та 

методів усунення. 2000 записів у навчальній вибірці з реалістичним розподілом 



139 

 

по класам. База знань містить більше 100 технічних статей про діагностику та 

ремонт. 

Практичне значення отриманих результатів є суттєвим. 

Розроблена система дозволяє скоротити час первинної діагностики 

несправностей. Економія становить 40-50% порівняно з традиційним підходом. 

Якщо традиційна діагностика займає 30-45 хвилин, автоматизована система 

виконує її за 15-25 хвилин. Це включає час на введення симптомів. Отримання 

рекомендацій. Перегляд бази знань. При обслуговуванні 10-15 клієнтів на день 

економія часу становить 2-4 години робочого часу технічного фахівця. 

Система забезпечує підвищення точності визначення несправностей. 

Досягнуто рівень 87-92%. Це відповідає рівню досвідчених майстрів з досвідом 

понад 5 років. Суттєво перевищує точність новачків (60-70%). Стабільна якість 

діагностики не залежить від психофізичного стану технічного фахівця. Немає 

впливу втоми або стресу. Відсутні суб'єктивні упередження. 

Стандартизація процесу діагностики забезпечує однакову якість 

обслуговування. Результат не залежить від досвіду конкретного технічного 

фахівця. Всі майстри використовують єдиний підхід. Накопичення експертних 

знань у системі відбувається централізовано. Нові майстри швидше адаптуються 

до роботи. Період стажування скорочується з 6-12 місяців до 2-3 місяців. 

Зменшення ймовірності помилкової діагностики є значним. З типових 15-

20% до 8-13%. Це призводить до економії ресурсів на повторні ремонти. Клієнти 

більше задоволені якістю обслуговування. Репутація сервісного центру 

покращується. Кількість скарг зменшується. Лояльність клієнтів зростає. 

Автоматична генерація PDF-звітів підвищує професіоналізм. Кожен звіт 

містить детальну інформацію про діагностику. Надаються рекомендації щодо 

ремонту. Вказуються оціночні параметри (вартість, час). Клієнти отримують 

документальне підтвердження. Сервісний центр має чіткий слід документації. Це 

полегшує розв'язання спірних ситуацій. Забезпечує прозорість взаємодії. 
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Накопичення статистичних даних дозволяє оптимізувати управління 

запасами. Аналіз частотності різних типів несправностей показує, які 

компоненти замінюються найчастіше. Можна планувати закупівлю запчастин на 

основі реальної статистики. Зменшуються витрати на зберігання 

невикористовуваних компонентів. Запобігається дефіцит критично важливих 

деталей. 

Можливості впровадження системи є широкими. Незалежні сервісні 

центри можуть використовувати систему як самостійний інструмент. Мережі 

сервісних центрів можуть стандартизувати процеси діагностики. Навчальні 

заклади можуть застосовувати систему для підготовки майстрів. Виробники 

обладнання можуть інтегрувати систему у внутрішні процеси технічної 

підтримки. 

Розроблена система може бути розширена в майбутньому. Можливе 

додавання нових категорій пристроїв. Моніториможна включити до діагностики. 

Також материнські плати, жорсткі диски, оперативну пам'ять. Інтеграція з 

зовнішніми базами даних виробників може надати доступ до офіційних 

технічних бюлетенів. Створення веб-версії системи дозволить працювати через 

браузер. Мобільний додаток забезпечить діагностику в польових умовах. 

Інтеграція з системами управління складом автоматизує замовлення запчастин. 

Впровадження функціональності передбачення несправностей на основі 

історичних даних дозволить проактивне обслуговування. 

Результати роботи можуть бути використані не лише в сервісних центрах 

з ремонту комп'ютерної техніки. Подібні підходи застосовні в діагностиці 

промислового обладнання. Автомобільна діагностика може використовувати 

аналогічні методи. Медична діагностика захворювань на основі симптомів також 

має потенціал. Контроль якості продукції на виробництві може застосовувати ці 

принципи. 

Магістерська робота демонструє ефективність застосування методів 

машинного навчання для автоматизації технічної діагностики. Створено 

працююче програмне забезпечення з високим рівнем точності. Система готова 

до практичного впровадження.  
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