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AHOTANIA

Kocrriomma M.B  MyJabTuMOJa/IbHE PO3Mi3HABAHHA 00’€KTIiB 3
BUKOPUCTAHHAIM IITY4YHOro iHTesekrty. CrnemansHicth 122 «Komm’roTepHi
HayKu», OCBITHS miporpama «KoMir'roTepHl TexXHOJIOTli 0OpOoOKH JTaHUX)»
JloHenpKuii HallioHAIBHUH YHIBepcuTeT iMeH1 Bacumns Cryca, Binaums 2025.

Maricrepcbka poO0oTa IpPUCBSIYCHA JTOCTIHKEHHIO MPEeIMETHOI 001acTi Ta
NpaKTUUHINA peanizaiii MyJIbTUMOJAIbHOT CUCTEMH PO3Ii3HABaHHS 00’ €KTIB Ha
ocHoBi noeaHanHs RGB-300paxens Ta xapTu riubunu. Y poOOTI MpOBEACHO
aHaJi3 Cy4acHOTO0 CTaHy MYJbTUMOJAJIBHOIO HABYAHHS, PO3TJISTHYTO KIIFOYOBI
apXiTEeKTypH, AITOPUTMHU Ta TEOPETHUYHI OCHOBU TMPEACTABICHHS, 3TUTTS Ta
BUPIBHIOBAHHS MoJajibHOCTeW. Ha oCHOBI 11bOr0 c(OpPMYJILOBAHO TEXHIYHI
BUMOTM IO CHUCTEMH Ta OOIPYHTOBAaHO BHOIp METOJIB 1 IHCTpyMeHTIB. PoboTa
dbopMy€e OCHOBY AJisi MOJANBIIOTO BIOCKOHAJIEHHS TEXHIK MYJIbTUMOAAIBHOTO
3IUTTS Ta PO3MIUPEHHS CUCTEMU 1HITUMU TUIAMU JaHUX.

Ki1to4oBi ciioBa: MyJIbTUMOJAIBHICTh, IUTYYHUI 1HTEJIEKT, pO313HABAHHS
00’ €KTIB

92 c., 1 tabm., 20 puc., 1 mox., 56 mxepen



ABSTRACT

Kostyushyn M.V. Multimodal object recognition using artificial
intelligence. Specialty 122 "Computer Science", educational program "Computer
Data Processing Technologies'. Vasyl Stus Donetsk National University,
Vinnytsia 2025.

The master's thesis is devoted to the study of the subject area and practical
implementation of a multimodal object recognition system based on a
combination of RGB images and a depth map. The paper analyzes the current
state of multimoda learning, considers key architectures, algorithms and
theoretical foundations of representation, fuson and aignment of modalities.
Based on this, technical requirementsfor the system are formulated and the choice
of methods and tools is justified. The work forms the basis for further
improvement of multimodal fusion techniques and expansion of the system with
other data types.

Keywords: multimodality, artificial intelligence, object recognition
92 p., 1 table, 20 figures, 1 appendix, 56 sources
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HEPEJIIK YMOBHHUX ITIO3HAYEHBb, CUMBOJIIB, OAUHUIb,
CKOPOYEHDb TA TEPMIHIB

RGB — ®opMmar momanHs 300pakeHHs 32 TphoMa KaHaJIaMHu KOJIbOPY

D — [IpencrapiieHHs CIIEHHU Y BUTJISI KapTH TJIUOUHU

RGB+D — Kom6iHoBaHe mMoJaHHsI KOJILOPOBOTO 300payKeHHS Ta KapTH TITUOUHU

CNN — Tun HeilipoHHOT MEPEeXi, 10 BUKOPUCTOBYETHCS JITIsT 00pOOKH

300paKeHb

Y OLO — Mogens u1sl BUIAKOI IeTEKIlli 00’ €KTIB Y 300paKeHHSIX

MiDaS — Mogeinb [Jist OIIIHKY BiJJHOCHOT MTHOWHY 31 3BHYAHHOTO 300payKeHHS

MAP — MeTpurka SKOCTI JETEKII11, IO OIIHIOE CEPEAHIO0 TOYHICTh 3a BCIMa

Kj1acaMH



BCTYII

VY cywdacHOMYy CBITI, ¢ 00cary iHGOpPMAIIil 3pOCTAIOTh 3 KOKHUM JTHEM,
KJIIFOYOBY pOJIb BIAIFPAlOTh CHCTEMH, 3JIaTHI PO3YMITH, aHaII3yBaTH Ta
IHTEpIpeTyBaTl JaHl pi3HuX TUmiB. OIHUM 13 HAMIWHAMIYHIIIAX HampsSMiB
PO3BUTKY INTYYHOTO IHTEJEKTY € MYJIbTUMOJAIbHE PO3Mi3HABAaHHS 00’ €KTIB —
X171, 1110 TIOEIHYE B co01 pi3HI JpKepena iHdopmarliii. Jlroachke CIpUuiHITTS €
MYJIBTUMOJIAJIBHUM 32 CBOEIO MPHUPOJOI0 — MU OJHOYACHO BHUKOPHCTOBYEMO
30pOBI, CIIyXOBi, TEKCTOB1 Ta TaKTUJIbHI CUTHAJIU JUIsI PO3MI3HABaHHS 00’ €KTIB 1
NPUIHATTS PillIeHb. AHAJIIOTIYHO, MYJITUMOJAIBHI MOJIEI IITYYHOTO THTEIEKTY
JO3BOJISIIOTH  KOMIT IOT€paM KOMOIHYBAaTHU JlaHl 3 PI3HUX CEHCOPHUX KAaHAJIIB
(300pakeHHs, ayaio, TEKCT, B1J€O0) JJIsI I1IBUIICHHS TOYHOCTI PO3Ii3HABaHHS Ta
PO3YMIHHSI KOHTEKCTY.

CyyacHUM PO3BUTOK IITYYHOI'O IHTEJIEKTY CHPSAMOBAHHMII HAa CTBOPEHHS
CUCTEM, 3JaTHUX KOMIUIEKCHO CIpMHMAaTH, aHali3yBaTH Ta IHTEPIPETyBaTH
iH(popMaIlil0o 3 pI3HUX JpKeped. 3aBAsSKU IIBUAKOMY MPOTPecy B raiyssx
KOMIT'FOTEPHOTO  30py, TIJIMOOKOrO HaBYaHHS Ta MOBHUX  MOJEJEH,
MYJBTUMOJIaJbHI CHCTEMHU IOCTYIOBO CTalOTh (PYHIAMEHTOM JUIsl HOBUX
MOKOJIHb 1HTEJIEKTyaJlbHUX TEXHOJIOTIH — BiJ aBTOHOMHHUX POOOTIB [0
alalITUBHUX CUCTEM KOHTPOJIIO SIKOCTI.

AKTyanpHICTb TE€MHM 3yMOBJIEHA CTPIMKUM 3pOCTaHHSIM  OOCSTIB
MYJIBTUMEIIMHUX JaHUX, MOTPEOOI0 Y BUCOKOTOYHUX CHUCTEMaX PO3IMi3HABAHHS
JUTsl aBTOMAaTU3aIlii BUPOOHUYUX MPOIIECiB, O0E3MEeKH, MEIUIIMHN, aBTOHOMHOTO
TPaHCHOPTY Ta POOOTOTEXHIKU. TpaaMiliiiHl OJJHOMOJAIbHI MIAXOAM YacTO HE
3a0e3MevyyloTh JIOCTaTHbOI TOYHOCTI B YyMOBax IIyMy, HEMOBHOTH a0o
HEOJTHO3HAYHOCTI JaHWX. MyJbTUMOAAIbHI CHUCTEMH, HABMAaKH, T03BOJIAIOTH
KOMIIEHCYBAaTH OOMEKEHHS OJIHI€1 MOAAJIBHOCTI 33 paxyHOK IHILOT, IO POOUTS 1X
OUTBIII CTINKUMH Ta €(PEKTUBHUMH.

HaykoBa 3HawymiicTh JOCHIPKEHHS TMOJIATAE Y MOAAIBIIOMY PO3BUTKY

METO/IIB 1HTEerpaii JAaHUX PI3HOI MPHUPOJU 3a JOMOMOTOI0 HEMPOHHUX MEPEeX i
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TEXHOJOT1H rMuOMHHOTO HaBYaHHS. [[pakTHYHA HIHHICTD MOJSATAE Y MOMKIUBOCTI
MOKpAIICHHS 3aBIIAKH Il poOOTI y CUCTEMAX BiJICOCIOCTEPEIKEHHSI, KOHTPOJIIO
BUPOOHUIITBA, MEIUYHIN IarHOCTHII1, HaBiraii poOoOTiB TOIIO.

O0’exT pocaimxennsi: Ilporec MyIbTUMOJATBLHOTO PO3IMi3HABAHHS
00’ €KTIB 3a JJOMTOMOTOI0 CUCTEM HITYYHOTO 1HTEJIEKTY.

Ipeamer pocaimxenHsi: Mogeni, METOIM Ta aIrOPUTMU OOPOOKH,
1HTerparli Ta aHajaizy MyJbTUMOAIBHUX JTaHUX (300paxkeHb, ayaio, TEKCTY) s
MIBUIICHHS €(EKTUBHOCTI CUCTEM PO3Mi3HABAHHS.

Meta pgocaimkenHsi: JlocnmiguTd MyJbTHUMOJAJIbHE PO3MI3HABAHHS
00’ €KTIB 13 BAKOPUCTAHHIM TEXHOJIOT1H MITYYHOTO 1HTEJIEKTY, 10 3a0€3MeUyIoTh

MIJIBUIIIEHHS TOYHOCTI Ta HAAIMHOCTI Ki1acudikaiii 00’ €KTIB.



PO3A1L1 1. JOCJAIKEHHS IPEAMETHOI OBJACTI

1.1 3aranbHi OCHOBHM Ta Cy4aCHHUIl CTAH PO3BUTKY

MYJIbTHMOJAJIBHOT0 PO3MI3HABAHHSA 00’ €KTIB.

Cucremu po3smi3zHaBaHHsI 00’ €KTIB CTAHOBJIATH OJIHY 3 (PYHIaMEHTAIbHUX
3a/1a4y rajxy3l KOMIT FOTEpHOTO 30py (computer vision) Ta IMTYYHOTO 1HTEIEKTY
(ILI). ITim «po3mizHaBaHHAM 00 €KTIB» 3a3BHUYail pO3yMIIOTH 3a7ady, B AKid
CHUCTEMa IMOBHUHHA BU3HAYWTH, YU TPHUCYTHIM y 300paxkeHH] a00 BiJI€OMOTOILII
00’ €KT TIEBHOTO KJIACy, a TAaKO>K BCTAHOBUTHU MOTO TMOJIOKEHHSI — HAIPHUKIA, Y
BUTJISIII OOMEXKYBAJIBHOI pAaMKU YU KOHTYpY. Y HIMPILIOMY CEHCI 1€ BKJIIOYAE
Kkjacudikaliio (10 SKOro Kiacy HajeXHUTh 00’€KT) 1 JoKami3alioo (e caMe BiH
3HaXOJUTHCS).

Ha mnpaktuili cuctemu posmi3zHaBaHHS 00’€KTIB 3aCTOCOBYIOTHCS B
PI3HOMaHITHHUX c(epax — B BIACOCIIOCTEPEKEHHS, ABTOHOMHOT'O TPAHCIIOPTY
Ta MEIUIIMHKU O MPOMUCIOBOI aBTOMartu3allli U pobdotorexHiku (puc 1.1). e
CBITYUTH MPO T€, IO BJOCKOHAJICHHS] TAKMX CUCTEM 3a TOUHICTIO, IIBUIKOIIEIO
Ta HaJIIMHICTIO Ma€ BEJIMKE MPUKIIATHE 3HAUCHHS.

[Topanpumii pO3BUTOK TEXHOJIOTIHN Y 11l cepl HEPO3IPUBHO OB’ I3aHUI 13
nporpecom y mrydromy intenekti. llTyunnii intenexr (Artificia Intelligence)
OXOIUTIOE CYKYITHICTh METOIB, IO JO3BOJISIIOTH CTBOPIOBATH CUCTEMU, 3[1aTHI J0
palioHaIBLHOTO MUCJICHHSI, HABYaHHS, aHANMI3y JaHUX Ta MPUNAHATTA pIlIEHb. Y
Mexkax IIi€i ramysi dhopmyeTbes MamuHHe HaB4yaHHA (Machine Learning) —
MiIX11, SKUA HaJa€e CUCTEMaM MOXKJIMBICTh CAMOCTIMHO TOJIMIITYBAaTH CBOIO
poOOTYy Ha OCHOBI aHaII3y MOIMEPEAHBOTO OCBITY, 0€3 TOTpEeOU B KOPCTKO
3aJJaHUX aJrOpUTMax.

[Tomanpmm KpoKoM eBoTioli € riiudoke Hapuanust (Deep Learning) —
METO/0JIO I, 110 0a3y€eThCsd HAa BUKOPUCTAHHI IUITYYHUX HEUPOHHUX MEPEX 13
OaratbMa pIBHSMHU TpeiacTaBiieHHs naHux. Came riaumboke HaBYaHHS CTajlo

OCHOBOIO PEBOJIIOIINHUX JAOCATHEHb y cepi po3mi3HaBaHHS 300pakeHb, MOBH,
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TEKCTY Ta IHIIMX TUIIB iH(opMaliii. BoHO 103BONINIIO CTBOPIOBATH MOJIETI, SIK1 HE
JuIie 11eHTU(DIKYIOTh 00’ €KTH, a K “pO3yMIiIOTh” KOHTEKCT CIEHH, 3B’ SI3KU M1k

CIICMCHTAMHU Ta CCMAaHTHUYHC 3HAYCHHA JaHUX.

RGB images

ermal images

Pucynok 1.1 — Ilpuxiag MyJIbTUMOAQIBHOTO pO3Mi3HABaHHS 00'€KTIB

BaxnuBoro ranmy33to, y sikiil o€ HaIuCs 11 JOCSTHEHHS, € KOMIT 0 TEePHUI
3ip (Computer Vision) — HamnpsM IMTYYHOTO 1HTEIEKTY, IO JOCIIIHKYE METOIU
OTpUMaHHs, OOpOOKM Ta IHTepmnperaiii Bi3yaidbHOI 1HGOpMarii. MeTor
KOMIT’ FOTEPHOTO 30py € HABUUTH MAIIUMHU “0auyuTh’ CBIT MOAIOHO 1O JIIOJIUHH,
po3mi3Haouu 00’€KTH, CLeHHU, i a0 3aKOHOMIPHOCTI Yy BI3yaJIbHUX JaHUX.
CyyacHi CHCTEMH KOMII FOTEPHOTO 30pYy TMOEAHYIOTh Yy C001 aJropuTMH
rIMOOKOTO HABUAHHS Ta BEJIUKI OOCSITH PI3HOMAHITHUX JaHUX, 110 POOUTH iX

3JaTHUMHU OO0 CaMOHaBYaHH:A 51 aI[aHTaI_[i'l' A0 CKIIaIHHUX YMOB.
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Came 3aBISKH CHHTE3Y MITYYHOTO IHTEJEKTY, MAIIMHHOTO Ta TIUOOKOTO
HABYAHHSI, a TAKOK METO/IB KOMIT FOTEPHOTO 30PY CTAJI0 MOYKJIMBUM CTBOPEHHS
MYJIBTUMOJIAJTBHUX CHCTEM pO3Mi3HaBaHHA 00’ekTiB. Taki cucreMu 3maTHI
00’eqHyBaTH 1H(pOpPMAIlI0 3 PI3HUX JDKEpell — 300paKeHHS, TEKCTY, 3BYKY,
IPOCTOPOBUX ab0 CEHCOPHUX CUTHANIIB — 100 (opmyBaTu OUIBII TOBHE,
y3roJKEHE W OCMUCIICHE YSIBJICHHS MPO HABKOJHUIIHE cepenoBuie. Lle poOuTh
MYJIBTAUMOIATBFHUN MiIX1iJ OAHUM 13 KIIOYOBHX HANPSMIB PO3BUTKY Cy4acHOTO

IITYYHOT'O 1HTEJIEKTY.

1.1.1 MyabTHUMOAANBHICTD i MOAAJIBHICTh JAHUX

MynbTUMOJATBHICTE — 1€ 3JaTHICTh CHUCTEM IITYYHOTO IHTEJIEKTY
COpHUiiMaTH, aHali3yBaTH Ta MOEAHYBATH 1HQOpPMALi0, OTPUMaHy 3 pI3HUX
JoKepenl ado MogalbHOCTeN naHuX. KokHa MOAANbHICTH BiIOOpa)ka€ TMEBHUIA
croci0 mpeICcTaBIICHHS CBITY — HANpPUKIIaJl, 300pakeHHs, 3BYK, TEKCT, B1JI€0 a00
IPOCTOPOBI CHUTHANU. Y TPHUPOAHOMY cepenoBulll L1 (Gopmu 1Hopmaii
B3a€EMOIIOB ’S3aH1: JIIOJM OJHOYACHO OayaTh, YyIOTh 1 BITYYBAlOTh KOHTEKCT,
3aBJSIKA YOMY (DOPMYIOTh OUIBII TOUYHE PO3YMIHHS CUTYaLIIi.

[ToaiOHMM YMHOM, Yy WITYYHOMY IHTEJIEKTI MYJbTHUMOJAIbHI CUCTEMHU
MparHyTh BIATBOPUTH 1€H MPUHIMI — OO0’ €IHYIOYN Pi3HI TUIHU JaHUX, BOHH
3a0e3MevyroTh I[HOIIe Ta KOHTEKCTHO Oaratiie crnpuiiHATTsS. Hampukman,
CUCTEMa pOo3Mi3HaBaHHs 00’ €KTIB MOXE HE JIMIIE aHATI3yBaTh 300paKeHHs, a U
BpPaxOBYBAaTH TEKCTOBI OMKCH a00 3BYKOBI CUTHAJIU, 1[0 CYITPOBOJIKYIOTh CIIEHY.
Ile mo3BoJIsIE 3MEHIIMTH HEOAHO3HAYHICTh 1 MOKPAIIUTA TOYHICTh MPUNUHATTS
pIIICHB.

MonanpHICTh JaHUX, Y CBOIO Uepry, — II€ OKpeMHUH BUA abo KEpero
iH(dopMarlli, SKUH XapaKTepU3YEThCS BIIACHOIO CTPYKTYpPOIO Ta CIOCOOOM
cupuiHATTA. TekcT nepesae 3MiCT Yyepe3 MOBY, 300paKeHHsSI — 4yepe3 Bi3yasbHi

O3HAKHM, ay/110 — 4Yepe3 3ByKOBI XapaKTEPUCTHUKH, A B1IEO — 4Yepe3 MOETHAHHS
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pPYXy Ta KOHTEKCTY yacy. BuB4eHHs TOrO, K Il MOAAJIBHOCTI B3a€EMOJIIIOTH M1k
co000, € KJIIYeM [0 CTBOPEHHS CHCTEM, 3JaTHUX MHUCIUTH OUIbII
«(JTIOTUHOTIONIOHO» — TOOTO PO3YMITH HE JIMIIIE JIaHl, a i CMUCIIOBI 3B’ I3KH MiX

HHUMHU.

1) JI:kepesia JaHUX i THIIM MOJAJILHOCTEI.

Jnst  epexkTUBHOrO  MYJIBTUMOJAIBHOIO  PO3Mi3HaBaHHS 00’ €KTIB
KIIFOUOBUM € PO3YMIHHS JiKepesn iHdopMalii Ta iX TumiB. [laHi, 1o HAAXoAgTh Yy
CUCTEMY, B1JOOpa)XarTh Pi3HI ACMEKTH HABKOJUITHHOTO CEPEIOBUINA, 1 KOXKEH
THUII HECE YHIKAJIbHY 1H(OpMAILio, 1110 MOKe OYTH BUKOPUCTAHA JIJIsl MT1ABUIIICHHS
TOYHOCTI Ta HAAIMHOCTI CUCTEMU (HATJISHUN TPUKIIa] MOXKHA TOOAYUTH HA PUC
B2).

e BisyaJubHi 1ani
BizyanbHi maHi, Taki sK 300pakKeHHsS Ta BIiJIEO, € OCHOBHHUM
JoKepesioM 1Hgopmallii y OUTBIIOCTI CUCTEM KOMIT FOTEPHOTO 30DY.
Bonu no3Bonsitorh aHanmizyBaTu (HopMmy, TEKCTYpy, KOJIp, PyX Ta
MIPOCTOPOBI B3a€MO3B’SI3KM 00’ €KTIB. BUKOpPUCTaHHS BIJIEONOTOKY
7A€ MOJKJIMBICTHh BIJICTE)XXKYBATH O0’€KTH B 4acl Ta BpPaxXOBYBaTH
IUHaAMIKy ClleHH. BisyanbHi madi €  ¢dyHIaMEHTAJIbHOIO
MOJIQIBHICTIO JIJISI OLTBIIOCTI MYJIBTUMOAAIBHUX CUCTEM, OCKLIIBKU
BOHU 3a0e3MeuyioTh TpsiMe YSBICHHS mpo (izuyHl 00’€KTH Ta

CEpEIIOBHIIIE.

e TekcToBi naHi
TekcToBl aHl BKJIIOYAIOTh OMUCH, MIJMNUCH, 3alIUTH 200 Oyab-sKy
iHOIy (QopMy CJIOBECHOrO THpeiacTaBlieHHs 1Hopmarii. VY
MYJIbTUMOJIAJIbHUX CHCTEMaX TEKCT 4acTO BHUKOPHUCTOBYETBCS IS

yTOUYHEHHS a00 MOsICHEHHS BI3yallbHOI clieHW. Hanpukan, miamnucu
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710 300pakeHb JIOMOMAraroTh 3B’S3aTH CEMAHTUYHE 3HAYCHHS
00’€KTIB 3 IXHIM BHIVIAJIOM, a TEKCTOBI 3alUTH JO3BOJISIOTH

3MIIACHIOBATH TMOIIYK 200 KepyBaTH CUCTEMOIO Ha MPUPOJIHINA MOBI.

Ayaio- Ta MOBHI JaHi

Aymio- Ta MOBHI J1aHI BKJIIOYAIOTh 3BYKH, MOBY, IITYMOB1 CHUTHAJIN
a0o0 1HIII ayAlOMOTOKH, IO MOXYTh CYNPOBOJKYBAaTH Bi3yalbHY
iHdopMarliito. Ayaio J103BOJIIE OTPUMATH JIOAATKOBUN KOHTEKCT:
HamnpuKIaja, po3Mi3HaBaHHS CUTHAJIIB PYXY, TOJIOCOBUX KOMaH] abo
JoKepen  3ByKy Yy cieHi. KomOiHyBaHHS ayaio 3  1HIIMMHU
MOJQIBHOCTSMH  MIJBUIIYE 3MaTHICTH CHUCTEMH  TPABWIBHO

11eHTH(iKyBaTH 10111 Ta 00’ €KTH.

IIpocToposi aaxi

IIpocTopoBi JaHi BKIOYaKTh 1H(MOpPMAIil0O Tpo T[IUOUHY,
TpUBUMIpPHY (GopMy abo po3rarryBaHHs 00’ €KTiB y mpoctopi. Lle
MOXyTh OyTH KapTu rmbuH (Depth), nani LiDAR a6o 3D-cuenu,
OTPUMaHi 3a JOIOMOTOI0 CIieliaii3oBaHux ceHcopiB. [IpocToposi
JlaH1 JO3BOJIAIOTH CHCTeMaM HE JIMIIE PO3Mi3HaBaTH 00 €KTH, a U
OLIIHIOBATH iXHI PO3MIpPHU, MOJIOKEHHSI Ta B3aEMHE pPO3TallyBaHHS,
[0 KPUTUYHO /I ABTOHOMHOI HaBirailii, poOOTOTEXHIKH Ta

MIPOMUCIIOBOT aBTOMAaTH3allii.

biomerpuuHi nani

biomeTpuyHi JaHi BKJIIOYAIOTh TEIUIOBI31MHI 300pakeHHs, PyXOB1
CUTHAJIU, BIIOUTKY MaJIbIIiB, 3pa3KH TOJIOCY Ta 1HIII (1310JI0T14H1 00
MOBE/IIHKOBI XapaKTepUCTHKU JIIOJTUHMU. Taxi TaHi
BUKOPUCTOBYIOTbCA g 1AeHTU(iKalli, crocrepexeHHss abo
KOHTPOJTIO IOCTYTLY, a TAKOK JIJIs OI[IHKU CTaHy JIIOJAMHU Y B3a€MOII1

3 cUCTeMOK. BoHm yacTo JOITIOBHIOIOTH OCHOBHI MOI[aJII:HOCTi,
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3a0e3neuyroun AOJaTKOBUM piBeHb 1HGOpMAIlli A MiABUILIECHHS

TOYHOCTI PO3MI3HABAHHS.

Camera LiDAR Millimeter-Wave Radar

Pucynoxk 1.2 — Tumm MOambHOCTI, HKEPENIO Ta BUTIIS JaHUX

2) CencopHuii ()’ 103KH Ta iHTerpauisi MoIaJIbHOCTEI

OTxe, MU PO3TJISHYJIN OCHOBHI THUIH JaHUX, sIKI BUKOPHUCTOBYIOTHCS B
MYJIBTUMOJIAJIBHUX CHUCTEMax PO3Mi3HaBaHHS — BiJ] Bi3yaJbHUX 1 TEKCTOBUX /10
ayio, MpocTopoBux 1 6ioMeTpuuHuX. [IpoTe came o co01 30MpaHHsI TAKUX TAHUX
e He 3abe3nedye po3yMiHHA 49U TOYHOTO aHamizy. 100 oTpumaru HUIICHY
KapTHHY, HEOOX1THO HABYUTHCS TOEAHYBAaTH LI PI3HI MOTOKU 1H(opmamii —
y3roKyBaTH X MI>K COOOI0, BUSIBJISITH CITUIbHI 3aKOHOMIPHOCTI Ta JIOTIOBHIOBATH
HEJONIKM OJIHIET MoJaibHOCTI mepeBaramu iHmoi. Came uelt mnpomec —
CeHCOpPHUIT (’r0KH Ta iHTerpamis MOJAJbLHOCTEH — JIKUTh B OCHOBI

€()eKTUBHOTO MYJIbTUMOJATBLHOTO PO3ITI3HABAHHS.
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Ilin cencopuuM ¢’rHOKHOM PO3YMIIOTh Y3TrO/DKEHHs 1H(opMarlii,
OTPUMAaHOi 3 KUIBKOX CeHCOpiB abo mxepen maHux (puc 1.3). Metowo €
dbopMyBaHHS OUTBII HAMIMHOTO, MOBHOTO ¥ Y3aralbHEHOTO IMPEICTaBICHHS
HABKOJIMIITHRLOTO cepefoBHINa. Hampukiam, kamepa MOXKE HaJaTH Bi3yalbHE
300paxeHHs 00’ekTa, Tol sk LIDAR — #ioro mpoctopoBy ¢gopmy, a MikpodoH
— ayaiokoHTeKCT. OO0’eqHaHHS ITUX CHUTHAJIB JIO3BOJISIE CHUCTEM1 TMPUHAMATH

PIILICHHS 3 BUIIIOIO TOYHICTIO, HIXK ITPXU BUKOPUCTAHHI OJHOTO JHKEepelia.

RGE Images Image Encoder

Fusion Model Detection Head

Poant Clouds LIDAR Encoder

Pucynok 1.3 — CxematuuHuii NpuKIIag CEHCOPHOTO ¢’ 10KH

VY mupmioMy ceHci, iHTerpamis MOJAJbHOCTEH OXOIUTIOE HE JIMILE
TeXHIYHE 00 ’€HAHHS CHUTHAJIB 13 CEHCOPIB, a W KOTHITUBHUMA pIBEHb —
y3TOJI)KEHHS PI3HUX CIOCO01B CIPUNHATTSA: 30PY, MOBH, 3BYKY, TEKCTY, IPOCTOPY.
Taki cucTeMH HE MPOCTO «3JMBAIOTHY JaHi, a HAMArarOThCS 3HAUTU MiXK HUMH
CIJIbHE CEMAHTHYHE 3HAYEHHS — HANpPUKIAJl, CIIBBIIHECTH OMUC ‘“‘depBOHA
MallMHa 3 KOHKPETHUM Bi3yalIbHUM 00’ €KTOM Ha 300paxxeHHi [1].

[Tpomec ¢’roxHY 3a3BUYAN ONMUCYIOTHh Y€pe3 TPU OCHOBHI PiBHI 1HTErpaIii

(cxemaTnuHU# BUTIISIT MOXKHA ToOaunTy Ha (puc 1.4):

1. PiBenb nanux (Data-level fusion) a6o Early fusion — noeananss cupux

a00 MiHIMalIbHO OOpOOJICHMX JaHUX 3 PI3HUX ceHcopiB. Hampuknan,
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KOMOIHYBaHHA THOMHHOI KapTu Ta 300paxkeHHs RGB y eauny
IPOCTOPOBY MOJIENb.

2. PiBenn o3nak (Feature-level fusion) a6o Hybrid fuson — iarerparis
BXKE 00poOieHNX ab0o BUTSATHYTUX XapaKTEPUCTHK, TAKUX SK KOHTYpH,
TEKCTypH, BEKTOpU O3HaK. L{eit miaxijg 4acTo M03BOJISIE 3MEHIIUTH OOCST
JaHMX, ajie 30eperTH iX 3MiCTOBHICTb.

3. PiBenn pimens (Decision-level fusion) a6o Late fusion — noenHanHs
PE3yNbTaTIiB OKPEMHUX Mojelel abo KiIacu(ikaTopiB y €IMHE MiJCyMKOBE
pimenHsi. Hampukian, sikimo Moaenb 3 00poOku 300paxeHb BBaXae, 110
00’eKT — aBTOMOOUIb, a MOJEIb HAa OCHOBI 3BYKY JBUTYHa II€
HiATBEP/UKY€E, CHUCTeMa pOOWUTh CHUIBHHUN BHUCHOBOK 3  OLJIBIIOIO

BIICBHEHICTIO [2)].

{a) Early Fusion (B) Late Fusion
B 0P — 7 N -
: Intermediaie 2
I Modal i
I ais Laver I
S ' |
' I
. m i I
@ . 'I]: I [
F | [ |
| Metwork  gygien :
| Qutput Operation
|
1
i &
() Middle Fusian !
b .-r
R e e il -

Pucynok 1.4 — PiBHi 31UTTS 11 MyJIbTUMOJAIBHOTO BUSIBJICHHS 00'€KTIB
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VY cyyacHUX MyJIbTUMOJIAJIBHUX CUCTEMAX YacTO MOEJIHYIOTh KUJIbKa PIBHIB
¢’ 105KHY — HaNPUKIIa, IEpBUHAE 00’ € THAHHS TAHWX Ha PIBHI 03HAK 1 MOJANIBIIIE
YTOYHECHHS Ha PiBHI pilieHb. Takui miaxig 3a0e3nedye 0anaHc MK THYUKICTIO,
TOYHICTIO Ta €PEKTUBHICTIO OOPOOKH.

Takum uymHOM, ceHcopHUW (’IOKH Ta IHTErpalis MOJAIBHOCTEH €
KJIFOUOBUMH €JIEMEHTAaMU, IO JI03BOJISIOTH CHCTEMaM IITYYHOTO I1HTEJIEKTY
CIPUIMATH CBIT OUIBII <«JIFOJISIHO» — HE JIMILE OaYUTH, a U PO3YMITH KOHTEKCT,

OB’ SI3YI0UM PI3HI JKepelia iH(opMallii B €1UHYy, OCMUCIICHY CTPYKTYPY.

1.1.2 Kn1040Bi BUKJIHKY NPH CTBOPEHHI MYJIbTHMOJAIbHUX CHCTEM.

Po3pobka  MynIbTUMOMANBHUX  CHCTEM  IITYYHOTO THTEJICKTY
CYIPOBOJKYETBCS HU3KOK CYTTEBHX IPOOJIEM, IO 3yMOBJICHI HEOOXIIHICTIO
IHTerpamii  pi3HOPIAHUX  THUMIB  JaHWUX, 3a0C3MEUYCHHSIM  CTaOUIBHOL
MPOYKTUBHOCTI Ta KEPYyBaHHSM 3POCTAIOUOI0 OOYHCIIOBAIBHOIO CKJIAIHICTIO.
Taki cucteMu MarOTh OJJHOYACHO 0OpOOJIATH AaHl PI3HOI MPUPOIN — TEKCTOBI,
Bi3yaslbH1, ay/iajibHI Ta CEHCOPHI — III0 MOTpeOy€e BpaxyBaHHS OCOOJUBOCTEU

KOKHOTO Ty 1Hpopmallli, crnoco0i1B ii MolaHHs, Y3TOJPKEHHS Ta CHHXPOHI3aIlii.

1) InTerpauisi Ta BUPiBHIOBAHHSI TAHUX Pi3HUX MOJAJTbHOCTEIi:

OpHi€r0 3 KIIOYOBHUX MPOOJIEM € HeOOX1THICTh TAPMOHIMHOTO TOETHAHHS
JAHUX 13 PI3HUX JKepen. TeKCTOBI JaH1 € MOCIIIIOBHIMHU Ta CAMBOJIIYHUMH, TO1
K 300paX€HHS MaloTh MPOCTOPOBY CTPYKTYPY 1 CKIAAAIOThCS 3 MikcemiB. JIJis
edeKTUBHOT OOpOOKM IMX BIJIMIHHOCTEH BUKOPUCTOBYIOTHCS CIEIliali30BaHi
apXiTEeKTypu — 3TFOPTKOBI HEWPOHHI Mepexki g Bi3yaJlbHUX JaHUX Ta
Tpancopmepu AJist TEKCTY. ['0J1I0BHE 3aBIaHHS MOJISITaE y CTBOPEHHI MEXaH13MiB,
K1 3a0e3medyroTh 3MICTOBHI B3a€MO3B’S3KM MDK IIMMH MOJATbHOCTSIMH,

JTIO3BOJIIFOYM MOJICII IHTErpyBaTH Pi3HI TUIH 1HGOPMAIlI] Y €IMTHOMY KOHTEKCTI.
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J101aTKOBOIO CKIJIQJIHICTIO € YaCOBE BUPIBHIOBAHHS HaHUX. Hampukian, y
BiJIcOaHaIII31 TOTPIOHO 3a0€3MEeYNUTH CHHXPOHI3aIlI0 3BYKOBHUX CHUTHATIB 13
BIJIMOBITHUMH Bi3yaJlbHUMH KajapamMu. HaBiTe He3HayHE BIAXWICHHS Y
BHUPIBHIOBAHHI MOYK€ MPHU3BECTH JO 3HIKCHHS TOYHOCTI CUCTEeMHU ab0 XMOHHX

IHTEpIIpEeTAaLii MO/IIMH.

2) Po6oTa 3 HeMOBHUMH Ta 3aIIYMJICHUMH TaHUMMU:

VY pealbHHX yMOBaxX MyJIbTUMOJAJbHI CHUCTEMU YacTO MAlOTh CIIPaBy 3
HEMOBHUMU 200 HESIKICHUMHU JaHUMU. Y 0araThoX Habopax iHhopmarlii BICYTHI
MEeBHI KOMIIOHEHTH — HAIPUKIIaJl, Opakye ayio abo 300pa’keHb, 10 MOPYIIYE
HUTICHICTh MoOAaibHOCTEH. JIJIs MOJ0JIaHHS IOTO 3aCTOCOBYIOTHCS METOIU
MDKMOJIaJIbHOTO MEPEHECEHHsI 3HaHb, KOJIU 1H(OpMalis 3 OJHIE] MOAAIBHOCTI
JoToMara€e 3aloBHUTH TpOorajuHu B 1HmIM. Tak, SKIIO cuUcTeMa TreHepairii
MIJMACIB 10 300paKeHb CTHKAETHCS 3 HEIOCTATHBO TO3HAYEHHWM Bi3yaJbHUM
INPUKIAJA0OM, BOHAa MOXE BUKOPUCTAaTH 3HAaHHsS, HAOyTl 3 I1HIIKUX, A00pe
PO3MIYCHHX JTAHUX.

[Ile onmHi€r0 cepio3HOI0 MPOOJIEMOI0 € HASBHICTh IIYMY, HANpPUKIA],
(hOHOBOTO 3BYKY B ay/110 400 pO3MUTTA PYXy Y Bi€0. {715 MiABUILIEHHS CTIMKOCTI
JI0 TaKUX CIOTBOPEHb HEOOXITHO CTBOPIOBATU CKJIA/IHI KOHBEEPH MOIEPEAHBOT
o0OpoOKH, IO 3HAYHO YCKJIAAHIOE apXITEKTypy CHUCTEMH Ta IIJBUIILYE
O00YHMCITIOBANIbHI BUTPATH.

Kpim Toro, ynepemkeHHss B OJHINA MOJAIbHOCTI MOXYTh MepeaaBaTHCS
iHmuM.  Hanpuknag, sSKimo TEKCTOBI JaHI  MICTATh  CTEPEOTUIHI  abo
HEpEeNpe3eHTAaTUBHI MAaTepHU, 1€ MOXK€ CIPUYUHUTH BUKPUBJICHHS B

KOMOIHOBaHHUX pe3yJibTaTax, 3HUKYIOUH JJOCTOBIPHICTh BUCHOBKIB CUCTEMH.

3) O6uHnc/IIOBaIbHI pecypcH Ta MacIITA00BaHICTh:
[Ile omuH BaroMuii BUKIUK — 3a0e3reuyeHHs €(EeKTUBHOCTI Ta

MacmTabOBaHOCTI MYJbTUMOJAIBHUX Mojeiaell. Taki CHUCTEMH 3a3BUYAM
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CKJIQal0ThCc 3 KUIBKOX TMapajelibHUX HEUPOHHUX MEpeX, KOXKHA 3 SIKUX
CHEIaTi3y€eThCSl Ha TIEBHOMY TUIl JaHuX. lle mpu3BoAUTH 1O BUCOKUX BUMOT
II0JI0 TTaM’ATi Ta 0OYUCITIOBAIBHOT MOTYKHOCTI. HaBuaHHA MOIIOHUX apXiTEKTyp
noTpebye  cCreliadi30BaHOro0 amapaTHoro 3abe3medeHHs — TpadiuyHux
nporecopiB (GPU) a6o Ttenzopumx mnporecopiB (TPU) — mo obmexye
MO>KJIMBOCTI iX BHUKOPWCTAHHS HEBEIUKUMH JOCIITHUIBKIMH KOMaHIAMH YH
cTapTarnamH.

Pozropransas MyIbTUMOJAIBHAX CHUCTEM Ha MepuepiiHUX TPUCTPOSX
(manpukian, cmapTdoHax 4YM BOYJIOBAHHUX CEHCOpPAxX) BHMAarae€ 3acTOCYBaHHS
METO/IB ONTHUMI3aIli: oOpi3aHHS MoOJeNi, KBaHTyBaHHA a00 CTUCKAaHHS
napametpiB. [IpoTe Taki MIIXOIM YacTO 3HMXKYKOTh TOYHICTH Mojeni. s
MPUKJIAAY, MOOUTAHUN JTOAATOK TMEpeKIaay B pealbHOMY 4aci, sSIKUi KOMOIHY€
TOJIOCOBY Ta TEKCTOBY 1H(OpMaIlil0, MIOBUHEH 3HAUTU OajJaHC MK IIBUIKOMIEIO

Ta TOYHICTIO, )KEPTBYIOYH OJJHUM aCMEKTOM 3apajy 1HIIOTO.

4) MpoayKTHUBHICTH y peaibHUX YMOBAX:

[TinTpumanHsi CTaOUIBHOI MPOTYKTUBHOCTI MYJIBTUMOJAIBHUX CHUCTEM Y
pI3HMX amapaTHUX Ta CEPEIOBUIIHUX YMOBaX 3aJIMINAETHCS BIAKPHUTOIO
npobiemoro. HeoO0XiAHICTh KOMIIPOMICY MK €(EKTUBHICTIO, SIKICTIO 0OpOOKH Ta
pECypCHUMU OOMEKEHHSIMHU YCKIIQTHIOE TIPOEKTYBAHHS YHIBEPCATIbHUX PIIICHb.
Po3p’si3aHHS 1MX TUTaHb MOTpedye MOJANBIINX JOCTIDKEHb Yy HampsMax
omTuMi3amii apXiTeKTyp, AWHAMIYHOTO OaJlaHCYyBaHHsS HaBaHTAKECHHS Ta

alanTUBHOTO KepyBaHHs pecypcamu [3].

1.1.3 Po3BUTOK MeTOAIB po3miZHABaHHs 00’ €KTiB 3a Jonomororo HIT

Po3BuUTOK MeTO/IIB po3Ii3HaBaHHs 00’ €KTIB MOXHA YMOBHO PO3AUIUTH HA
JIBa BENUKI €Tanu: TPAJAMUiiiHI aJropuTMivyHi miaxoam i emoxy riaudoOKoro

HaBuanHus (deep learning).
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Ha pannix eramax (1990-1i — mouarok 2000-X) 3acTOCOBYBJIUCS METOJIH,
3aCHOBaHI Ha BHJUICHHI o3Hak (features) — Hampukiaa, JETEKTOpU KpaiB,
KOHTYpiB, neckpuntopu tuny SIFT (Scale-Invariant Feature Transform), SURF
(Speeded Up Robust Features), HOG (Histogram of Oriented Gradients), Haar-
noai0HI 03HaKu Tomo. CUcTEMU Oy TyBaIHCs 3a KIIACHYHOIO CXEMOI0: BUIUICHHS
o3HaK — Kiacudikarmis — (3a morpedbu) nokanizarmis. [IpoTe 111 MeToau Manu
CYyTTEBI OOMEXKEHHS: YyTJIMBICTH /IO 3MIHU OCBITJICHHS, MacmTady, MOBOPOTY,
(dhoHy, 3a0KpYIJIEHb, YaCTKOBOIO 3aKpUTTSI 00’ €KTiB (occlusion) .

3 MOYaTKOM 3aCTOCYBaHHS HEHUPOHHUX MEpeX 1 OCOOJIMBO TIMOOKUX
sroptkoBux Mepexx (CNN — convolutional neural networks) BinOyBcs sikiCHHIA
HayKkoBui ipopuB. Y mpari Girshick 6ymo 3anpomonoBano miaxia R-CNN, sxuit
3aro4aTKyBaB HOBY €py — aBTOMAaTHYHE HABYAHHS O3HAK 3 BEJIMKOIO KUIBbKICTIO
nanux. B momameriomy 3’sBunmcs Faster R-CNN, SSD (Single Shot MultiBox
Detector), YOLO (You Only Look Once) — koTpi MoeaHyBaJId IIBHJIKICTD 1
TOYHICTH [4].

OcranHiM YacoM, nouynHarouud npuOau3Ho 3 2020-X poOKIB, Y MOJAEIAX
po3mi3HaBaHHS OO ’€KTIB AaKTUBHO 3aCTOCOBYIOTHCS apXITEKTypu Ha 0asi
Transformer, mo A03BOJISIFOTH Kpallle BPaXOBYBAaTH TJI00ANbHI 3aJI€KHOCTI Y
300pakeHH1 Ta KOHTeKCTH. Mogenb Ha oOcHOBI TpaHcopmepa DEtection
TRansformer (DETR), 3amouaTkyBajia HOBY epy B 00poOIli 300pakeHb,
NEePETBOPHUBILIY 33/1a4uy ACTEKLIi Ha 3aauy Nepe10adyeHHs] MHOKUHU 00'eKTiB 0e3
HEOOXITHOCTI TOTEPEIHHOTO TEHEPYBaHHS MPOIO3UINN 91 MOCTOOPOOKH, M0
3HAYHO CIIPOCTHIIO apXITEKTYpy cUCTeMHU [5].

Bianosinno Ha wyac 2020 oro poky, CHUCTEMH B)XE€ MarOTh BHCOKY
MIPOTyKTUBHICTh, MOXKYTb MPAIIOBATH B PEATBHOMY 4acl, ajie BCE 1€ CTUKAIOTHCS
3 mpobaemMamu (HarpuKiIaa HEBIOCKOHAIEHA MYJIbTUMOIATbHICTh, HEIOCTATHBO
JnaHux a00 0OMEeXEHHs PECYPCIB).

3 2023 poKy TaKOX CIIOCTEPIraeThcs aKTUBHUM PO3BUTOK TpaHChopmepiB
I AeTekiii ApiOHuX 00'exTiB. JlochmimKeHHs IMOKa3zalid, 10 TpaHchopmepu

nepeBaxaroTb Tpaguiliiai CNN-MeToau B 3aa4ax JIETeKIll IpiOHMX 00'€KTiB,
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TaKUX SIK BUSBIICHHS 00'€KTIB y BiJIeO Ta 300paK€HHSX, 3aBIIKH CBOil 3JaTHOCTI
MOJICIIOBATH T100aJIbHI 3aJIEKHOCTI Ta KOHTEKCTyallbHy iH(hopMaiiiio [6].
OcTaHHi JOCSTHEHHS B Taly3l BKIIOYAIOTH PO3BUTOK MOJAENEH, IO
MOETHYIOTh TpaHcopMepH 3 IHIIMMU TX0/IaMH, TAaKUMHU K Vision-Language
Models (VLMs), mns moxpamienHst nperekiii B 3D-mpocropi. Hampukian,
Quantum Inverse Contextual Vision Transformers (Q-ICVT) BukopHuCTOBYIOTH
KBAHTOB1 KOHIIEMIIIi JJIs 1HTerpamii JaHWX 3 PI3HUX CEHCOPIB, IO JIO3BOJISE
JOCSATTH BUCOKOI TOYHOCTI JICTEKIIii B aBBTOHOMHHX TPAHCIIOPTHHX 3acobax [7].
CydacHuil  etam  XapakTEpU3Y€TbCSl  MEPEXOJOM Bl  PYYHOIO
KOHCTPYIOBAaHHS O3HAK JI0 aBTOMaTUYHOT'O HAaBYaHHS, B/l JIOKAJIBHOTO aHATI3Y JI0

r100allbHUX MOJIEJIEH, 1110 BPaXOBYIOTh SIK KOHTEKCT, TaK 1 MOAAJIbHOCTI.

1.1.4 EtuuHi npodjeMu B MYJbTHMOAAJIbHUX CHCTEMaX IITYYHOIO

iHTeeKTY.

MynbTUMOJabHI CUCTEMHU LITYYHOTO 1HTENEKTY, IO IHTErpyTh pi3HI
TUNIA JAHUX — TEKCT, 300pa)KeHHS, BiIEO YH ayJi0, — BIJKPUBAIOTH HOBI
MOXJIMBOCTI, aje BOAHOYAC MOPOKYIOTh CKJIaJHI €Th4Hi nujieMu. HaitOoiabim
CYTTEBUMH CEpEJl HUX € TpU MPOOJEMU: YNEepeKEHICTh Ta HEPIBHICTh, PU3UKHU
MOPYIICHHS KOH(IACHIIMHOCTI 1 HecTaya MpO30pOCTI Ta  IMA3BITHOCTI.
[ToenHaHHs PI3HOPIAHKX JIKEPEN JaHUX 3HAUYHO YCKIIAHIOE KOHTPOJIb 32 TUM, SIK
came (GopMyeTbcs  pIIIEHHS CHUCTEMH, 1 BHMarae BiI pO3pOOHUKIB

BIJIMOBIIAJILHOTO MIAXOMY 0 il MPOEKTYBaHHS Ta PO3TOPTAHHS.

1) YnepemxkeHicTb i cnipaBeIIuBicTh:

MynapTUMOJAIBHI  MOJEIl  MaloTh TEHJCHIIO  BIATBOPIOBATH  Ta
MIJCUTIOBATH YIEPEDKEHHS, 10 BXKE 3aKJIaJICHI B OKPEMHUX MOJATBHOCTIX
nanux. Hampuknazn, cucrema BiZOOpY MEpCOHANy, SKa aHai3y€e OHOYACHO

TEKCTOBI pE3lOME Ta BiJIEO3alUCU CIiBOECi, MOKE BHUSBHUTHCS CXWJIBHOIO JI0
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muckpuminamii. TekcToBuii aHamizaTop MOXE BiJJaBaTH IepeBary IEBHUM
dbopMyTIOBaHHSAM, SIKI YacTillle BUKOPUCTOBYIOTH MPEIACTABHUKH KOHKPETHUX
COLIIaIbHUX TPYyM, a QJITOPUTM PO3MI3HABAHHS OOIWY — MOMUJISTHCS TPHU
imeHTudikamii Jroaei 3 TEeMHUM BIATIHKOM IIKipu. Take moeaHaHHS MTOMUIIOK
MPU3BOJIUTH 10 HECTIPABEUIMBHX PIllIEHb 1 MOTJIMOICHHS COL1abHOT HEPIBHOCTI.

Kpim Toro, HegocTaTHe MpenCcTaBICHHS MEHIIWH Y HaBYAJIIbHUX HaOopax
300pakeHb YW BIJICO CTBOPIOE CHCTEMATW4HI BUKpHUBICHHS. Jya MiHIMI3aIi
TakKUX e(QeKTIB HEeOoOXIJHI peTeabHl ayAuTH JaHUX YCIX MOAAIBHOCTEH,
TECTyBaHHsI PE3yJIbTATIB Ha CIPABEJIMBICTh Y MekaX PI3HHUX AemMorpadiuyHux
Ipym 1 3aCTOCYBaHHSI METOJIB KOPEKIii ylnepeKeHOCTl. [Hakie cucrema Moxe
HECB1JIOMO BHKJIIOYATH KBaJ(DIKOBAHMX KAH/IMWJATIB Y€pe3 aKUEHT, 30BHIIIHICTb

a00 1HIII HECYTTEB1 YUHHUKHU.

2) KonginenuiinicTsb i 3aXHCT 1aHMX:

30upanHs Ta 00poOKa KIJTbKOX TUITIB 1HPOpMAIlii 3HAYHO MIABUIIY€ PUSUKU
BUTOKY MPUBATHUX JaHWX. Hanmpukiian, MeTuaHNN 3aCTOCYHOK, SIKHI OTHOYAaCHO
omepye icropieto xBopoOu, 300paxkeHHsMd MPT Ta TojJoCOBUMH HOTAaTKaMH
JiKaps, Ma€ TapaHTyBaTu OE3MeKy KOXKHOro KaHaiay okpemo. Kommpowmerarris
xo4a 0 OJJHOrO TUIY JAHUX MOYE aBTOMATUYHO MOCTaBUTH M1J] 3arpo3y 1HIII.

Jlo TOro X MyJIBTUMOJAJbHI aJTOPUTMHU 3/1aTHI BUBOJAUTH HEOUYEBUIIHY
1H(pOopMaI[lI0 — HaNpUKIad, TOEJHAHHS YaCOBUX MITOK 13 TeoJoKaliew y GoTo
MO>K€ PO3KPUTH TIOBCSKJICHHI MapiipyTH kopuctyBada. [1lo0 3amobirtu mpomy,
PO3pPOOHUKH MOBUHHI 3aCTOCOBYBATH MIPUHITUITN MiHIMI3allli TaHUX, 0OMEKECHHS
JOCTYMy Ta aHOHIMi3allii. Tak, (piTHeC-10AaTOK, IKUl BUKOPUCTOBYE TOJIOCOBI Ta
PYXOBI CHUTHQJIM, HE TIOBMHEH 30epiratu HeoOpoOJIeHI 3aMuCH, SKIIO B IbOMY
HeMae MpsMoi noTpedu. [Hakie icHye pu3HK nopyueHHs HopM Ha kitant GDPR

Ta BTPaTH JI0BIpU KOPUCTYBaUiB.
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3) IIpo3opicTh i mix3BiTHICTH:

Opni€ero 3 HAMOUTBIIUMX TPYIHOILIB € TOSICHEHHS MPOLIECY YXBaJlCHHS
pilllecHb y MyJbTUMOAANBHUX cHUcTeMaX. Komu 1HCTpYMEHT BUSBICHHS
miaxpaicTsa (QopMye TOMNEPE/KEHHS Ha OCHOBI TEKCTOBUX TOBIAOMIICHB 1
TeOJIOKAIIMHUX JTaHUX, CTa€ HE3pO3yMilo, SKHM came KaHaj BIUIMHYB Ha
MiJICYMKOBE pimieHHs. be3 "uiTkux noscHeHb KOPUCTYBadl HE MOXKYTh OCKapKUTH
MOMUWJIKOBI Pe3yJIbTaTH, & PO3POOHUKN — BU3HAYUTH JIKEPENO TPOOIeMHU.

s HEMPO30PICTH CTBOPIOE TPYIHOILI i JJI1 BU3BHAYEHHS BIIIOBIAAIBHOCTI.
SKI0 aBTOHOMHUUM aBTOMOOUIH MOTPANMB B aBapiio 4epe3 Po301KHOCTI Mixk
JTAHUMU KaMepH Ta JiiJiapa, IOCTAa€ MUTAHHS: XTO BUHEH — BUPOOHUK JaTUMKa YU
KOMaH/ia, 1110 CTBOPIOBajia aaroput™ oOpoOku? [ yHUKHEHHS TaKUX CUTYyallli
PEKOMEH/IYEThCSI BIPOBAKYBAaTH MOJAYJbHY apXITEKTYpy CHUCTEMH, BECTH
KYpHAIU ayAWTy TPOLECYy NPUHAHATTS pIIMIEHb 1 CTBOPIOBATH JE€TAIbHY
JOKYMEHTAII110, IKa YITKO OIUCYE POJIb KOKHOT MOJIAJIbHOCTI.

[Ipo3ope mMOsICHEHHS BIUIMBY PI3HUX THIIB JaHUX, HANPHUKIaA MpH
OLIIHIOBAHHI KPEAUTHOTO PEUTHHTY, MIJBUIIYE MIA3BITHICTh CUCTEMH, CIPUSE
JOTPMMAaHHIO TPABOBUX BHMOT 1 3MIIHIOE JIOBIPY KOPUCTYBAUiB 10 TEXHOJIOT1i

IITYYHOTO iHTENIEKTY [8].

1.2 Orasia aitepatypu

Tak sik pO3BUTOK MyJIBTUMOAAIBLHOTO PO3IMi3HABAaHHS 00’ €KTIB HAIPSAMY
NOB’SI3aHMM  Ta 3aJIeKUTh BiJ HAyKOBUX MyOJiKalid MOB’S3aHUX 13
OJTHOMOJIAJILHUM PO3Mi3HAaBaHHS 00 €KTIB, OyJe pPO3TIASHYTO TaKoX 1 cdepy
po3Ii3HaBaHHs 00’ €KTIB 3arajioM 3a OCTaHHI POKH, a TAKOX iX B3a€MO3B’A30K 13
TEMOIO MYJIbTUMOAAJILHOTO po3Mi3HaBaHHs. Hibkue HaBeIeHO OCHOBH1 HAaNpsiMH,

3 aHaJ130M, TOPIBHSHHSAMHU Ta BUKJIMKAMU JJIS1 HAYKOBIIIB.
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1.2.1 Kiuo4yoBi HanpsiMM Cy4acHHX JOCJIi/:KeHb Y 3arajbHiil cdepi
po3miZHABaHHSA O00’€KTIB i IX B3a€EMO3B’A30K i3 MYJbTUMOAAJILHUM

PO3Mi3HABAHHSM:

1) Onrumizamis apxiTeKTyp Mepe:x 1Js OLIBII0T MPOIYKTHUBHOCTI

OpauH 13 KIIOYOBHUX HAMPSIMIB — 11€ MOCTITHE BAOCKOHAIECHHS apXiTEKTyp
HEHPOHHMX MeEpeX, BUKOPUCTAHUX I po3mizHaBaHHA 00’ekTiB. CydyacHi
apxitektypu HedponHux mepex (YOLOvVS, EfficientDet, DETR, ConvNeXt
TOIIIO) CHPSIMOBaHI HA TIABUIICHHS MPOIYKTUBHOCTI, IIBUJIKOCTI OOpPOOKH Ta
3HIDKCHHST CTIIOKMBaHHS pecypciB. BoHu omTumizyrotrbes mia edge-mpucTpoi,
MOOUTbHI CHUCTEMH Ta CIeHapii 3 OOMEXEHUMH OOYHUCITIOBAIBHUMHU
MO>KJINBOCTSIMH.

VY acnexkTu BIOCKOHATIEHHS apXiTEKTYp HEMPOMEPEX BXOIATh: 301JIbIIIEHHS
TJIMOWHY 1 IUPUHU MEPEX, BIPOBAKEHHs attention-Mexani3miB, KOMOIHYBaHHS
kinacnuyaux CNN i3 Transformer-kommonentamu. Hampukman, B ormsami «A
Comprehensive Survey of Machine Learning Techniques and Models for Object
Detection» 3a3HadeHo, 110 CydYacHI MOJENI MEPEeXOAiTh 0 MOETHAHHS PI3HUX
miaxomaiB moearanas CNN i3 Transformer, mo6 mocsarayTua 6amaHcy TOYHOCTI Ta
mBuaKoAil [9)].

Takoxk, apXiTeKTypHI HampsIMKH THITy «Onhe-stage» VS «two-stage» e
MPOJIOBXYIOTh OyTH MPEIMETOM JOCTIIKEHb: JBOETAIHI MIIX0AU (HAmpUKIIa,
R-CNN-mozi6Hi1) 3a6€31e4yroTh BUIIy TOUYHICTh, ajie¢ MAIOTh BHIIY CKIAIHICTH;
omHoetarHi pimenHs (Hanpukiaan, YOLO, SSD) — Oinbmn mBUIKi, alie iHOMI
menir Touni [10]. OmHoeranHi Mozesni Kpamie MigXOAsITh JJIs PealbHOTO Yacy,
MoOUTbHMX/edge clieHapiiB, TOMl SK ABOETAmHI — I 3a7ad 13 BUCOKUMH
BUMOTaMH JI0 TOYHOCTI. TOX KIOYOBHI BUKIIMK JJII HAYKOBIIB II¢ B3HATH, 5K
30€perTv BUCOKY TOYHICTh MPU 3MEHIIIEHHI 00YHUCIIIOBAIBLHUX PECYPCIB.

Y MyIbTUMOJATBHOMY KOHTEKCTI ONTHUMI3AIlis apXITeKTypu BIIITpae
KJIIOYOBY POJib, ajpke iHTerpailis kigbkox kaHaiiB (RGB, rmuOumna, LIDAR,

ayllio, TEKCT TOIO) MOTpeOye 3HAYHO OUIBIIOI KUIBKOCTI MapaMeTpiB 1
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oOurcneHp. 30aJaHCOBaHICTh MI’K TOUHICTIO Ta MIBUAKOIEIO TYT € BUPIIIAIHHOIO
— 1 came OmNTHMIi30BaHI MOJEJi JO3BOJSIOTh MYJIBTHMOJAIBHAM CHCTEMaM
IPAaLIOBaTH B pEaIbHOMY Yaci.

Hanpuknan: OntumizoBaHi apXiTeKTypu MOJIErmyrTh fusion (3muTrs)
MOJIaJIbHOCTEH 1 3HMKYIOTh 3aTPUMKY B peasibHOMY daci. OnTuMi3oBaHi MoJei
JI03BOJISIIOTh CTBOPIOBATHU JIETKI MYJIBTUMOJIANbHI Mojeml it edge-Tuiathopm.
Takox Kpale mMATPUMYIOTh aCHHXPOHHE 00’ €THAHHS MOJATBHOCTEH, KON HE
BCi KaHaym noctymnHi onHouacHo. EfficientDet ra MobileNet BukopucToByroThCS
sk 0a30B1 EHKOJICPH I MYJIbTUMOAAIBHUX Mojenei 3nutts RGB + Depth [11].
Apxitektypa Transformer-tumy DETR amantoBana s 6araToMoJaJibHOTO

HaBYaHHS, 3aB/IIKH YHIBEpCAIbHOMY MexaHi3my attention [12].

2) BusiBJieHHSI Ta PO3Mi3HABAHHS 00’€KTIiB Yy He KOHTPOJHOBAHHX
ymMoBax

[Hmmit 3HavymuMi HanpsiM — afanTallis MOJENEH 10 peaibHUX, CKIaIHUX
YMOB: MaJluii po3Mip 00’e€kTa, Maja BHOIpKA, CHIIbHE IEPEKpPUBaHHS 00’ €KTa
(occlusion), 3MIHIOBaJIbHE OCBITJICHHS, CKJIQJHHN a00 HecTaOLmpbHUN (QoH. VY
crarti «Survey and Performance Analysis of Deep Learning Based Object
Detection in Challenging Environmentsy» omnucaHo 1 npoaHajii3oBaHO MiAX0I1 J0
MOKpaImieHHs. B crarTi onucana K MpOAYKTHUBHICTb MOJIEJCH Malae B TaKUX
CKJIaJHMX, 1 SK 1IIe KaXyTh, HE KOHTpPOJhOBaHWUX ymoBax, [13].
i mpobreMu CTUMYITIOIOTH IOCIITHUKIB PO3POOISTH HOBI METOAM MOMEPEIHBOT
OoOpoOKHM, MiJCMJICHHS JaHMX 3a JONOMOIOK HapollyBaHHs gaHux (data
augmentation) - mTy4YHOTro 30UIBIICHHS BUOIPKY [T HABUYaHHS TPAHC(HOPMYIOUN
opuriHanbHi gani [14], creriamizoBaHi 30ipKH JaHUX, a TaKOXK MeEpexi 3
HaBYAHHSM 3a cliabiioro po3miTkoro (weakly-supervised) uu 6e3 po3miTku (self-
supervised) [15] .

Sxuo mopiBHIOBATH MoOJENi siKi Oyl po3poOJieHi jumie Ha, abo s,
KOHTPOJIbOBAaHUX YMOB, TO BOHU YaCTO AEMOHCTPYIOTh 3HAYHO TipIili PE3yIbTaTH

B PE€aJIbHOMY 3aCTOCYBaHHI HIXK Ti SIK1 MPOMIILIN KaniOpyBaHHs 1 IepEeHaBYAHHS y
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pealbHUX YMOBax. TakWM YHMHOM, L€ HANpPsSM — KPUTUYHO BAKIIMBUAM IS
NPUKIAJHUX 3aJad (aBTOHOMHI CHCTEMH, JPOHH, BIJICOCTIOCTEPEIKECHHS).
ToOGto 3arampHa MeTa JOCHKEHb y I[bOMY HAMpsIMKy, II€ CTBOpPEHHS
YHiBepCcaJbHOI MoJieJli — apXiTEeKTypH, 110 CTaOLILHO IPAIIOE€ Y «IIOTaHUX)

YMOBax, 1€ B CBOIO HCPIr'y TaK CaMO CTOCY€ETbLCs 1 MYJIbTHMOJAJIBHUX MOHeHeﬁ.

3) MyabTHMoOaaibHicTh Ha edge-maTgopmax

3 poCTOM 3aCTOCYyBaHb Yy MOOUIBHHUX MpUCTPOsiX, |OT, aBTOHOMHUX
CUCTEMaxX 3’SIBUBCS NOTYXKHUU HampsiM — pO3po0Ka <JIETKHX» MOJENei
(lightweight models), siki 3aiiMaroTh MeHIIe maM’sTi, MalOTh HIDKYY 3aTPHMKY,
MEHII BUMOTIJIMBI 0 amapatypu. Hampukman, B orjisiiax BKa3aHoO, IO HAaBIThH
BEIUKI MOJIEJl TIATHYTh 3HA4HI PECypCH, TOMY CTBOPECHHS HOBHUX BapiaHTIB
peaiizalii Ta apxiTeKkTyp st €dge-nprcTpoiB — KIFOYOBUN HAMIPSIMOK PO3BUTKY
[9]. ns kpamroro po3yMinHs Edge-mpucTpoi — 11e 00uncIIoOBaIbHI MPUCTPOT,
K1 3HAXOJATHCS OMIDKYEe JI0 JDKEpesia JaHuxX abo KopucTtyBauda (JIOKaJbHI) 1
BUKOHYIOTh 0O0pOOKy, 30epiranHs abo aHami3 JaHuX, 0€3 HeoOXiAHOCTI
MOCTIMHOTO 3BEPHEHHS 10 XMapHOTO LEHTPY.

3picT onmTUMI3aIli J1la€ MOXJIMBICTH BIPOBAKEHHS MYJIbTUMOJATBHUX
CUCTEM pO3IlI3HaBaHHS OO €KTIB y peajibHUX MPUKIATHUX CLEHapisxX (po3yMHI
MiCTa, aBTOHOMHUM TPAHCTIOPT, B1JIEOCIIOCTEPEIKEHHS, pOOOTH) Ta HAa 00IaTHAHH1
3 oOMexxeHMMH pecypcamu. Hampukian, mocmimkenHs «Multimodal Object
Detection: An Architecture Using Feature-Level Fusion and Deep Learning»
(Neural Computing and Applications, 2025) onucye onTuMi30BaHy apXiTEKTypy
s edge-crieHapito, e 6araTo CCHCOPIB Ha BYJIMYHIN 1HPPACTPYKTYypi 30UparoTh
nami. [16].

VY nopiBHSHHI, KJIaCH4YHI CUCTEMHU PO3Mi3HABaHHS 00 €KTIB 4yacTo Oyiu
CEpBEPHUMH, 13 BEIIMKOI TOTYXKHICTIO, a edge-Bepcii MaroTh KOMIPOMiCH —
MEHII TOYHI, aje OuUThII MBHIAKI 1 focTynHi. HaykoBi poOOTH 3a 1i€0 TEMOIO

HaAMaramTbCS BUPIIIUTA Taki MpoOJieMH: SK 3a0€3MEUYUTH EHEePreTUYHY
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e(eKTUBHICTh — Yepe3 KBaHTI3allilo, MPYHIHT, ONTUMi30BaH1 1HQPACTPYKTYypH,
y3rOJUKEHICTh MOJIAJIbHOCTEN 1 3MEHIIIEHHS 3aTPUMKHU B PEAJIbHOMY 4acCl.

VYci 1l HampsiMH HAyKOBHUX JOCHIIKEHb B3a€MOIIOB’sI3aHI: HAIMPHUKIA/,
MYJIBTUMOJIAJBHICTh 1 MEPEHOCHMICTh 4YacTO MIJCHWIIOITh OJUH OJHOTO;
ONITUMI3aIlisl apXiTeKTyp 3HAYHO BaXUIMBImMA s edge-mMoeneid, ane po3BUTOK
omTuMmizamii TaKk caMO TIO3UTUBHO BIUIMBA€ 1 HA BEIUKi, MOTYXHI,
MYJIbTUMOJIATbHI MOJIEII.

3arajioM y pO3BUTKY CHCTEM pO3Ii3HABaHHS OO0 €KTIB MPOCTEKYETHCS
YiTKa TEHJEHLIS JO0 3pPOCTaHHS CKJIAJHOCTI, 1HTCIEKTYyaJbHOCTI Ta
MyJbTUMOAIbHOCTI. Cyd4acHi JOCHIKEHHS HE JIMIIEe BJIOCKOHAIIOIOThH
QITOPUTMM  KJIAcH(IKalii YW JAETEeKUli, a ¥ ONTUMI3YIOTh HIPOIYKTUBHICTb
MoJieel, MJBUIYIOTh iX aJalTUBHICTh [0 PI3HUX YMOB BHUKOPHUCTaHHS,
MOKPAIyIOTh 1HTETPaIlil0 PI3HUX MOJAIBHOCTEH Ta 3a0e3MedyroTh OUIBII
e(eKTUBHE BHUKOPUCTAHHS OOYUCIIOBAIILHUX pecypciB. Lle cTBoproe miarpyHTs
JUISL TIOSIBU HOBUX IHTEJIEKTYaJIbHUX CHUCTEM, 3/IaTHUX 10 THYYKOi B3a€MOJIl 3
HABKOJIMIIIHIM CEPEIOBHUINEM Ta JIFOJINHOIO, IO € KIIFOYOBHUM KPOKOM y PO3BUTKY

TEXHOJIOT1M MITYYHOTO IHTETIEKTY.

1.2.2 HanpsiMmu po3BUTKY MYJbTHMOJAJIbHUX CUCTEM PO3Mi3HABAHHS

00’€KTIB

1) O6’e¢ananns 300pakeHsb i3 TekcToMm Ta MoBolo (Vision-L anguage)

OmHuM 13 HAWMEPCIEKTUBHIMIUX HAMNPSIMIB Cy4YacHHX JOCHIKEHb €
1HTerpanis BiyajabHOi iHGOpMAaIlil 3 TEKCTOBUMH Ta MOBHUMHU MOJAJIbHOCTSIMU
(puc 1.5). Taki momeni — sik CLIP (Contrastive Language—Image Pre-training),
Flamingo, LLaVA u1m Kosmos — 37aTHi 0OpoOJISATH 300pa’keHHS W TEKCT
OJIHOYACHO, CTBOPIOIOYM CIUIbHUN JIATEHTHUM TIPOCTIP, Y SIKOMY B1JI0Opa’KE€HHS

000X MOJIATBHOCTEH Y30 KYIOThCS 3a 3MicToMm [17].
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Lle no3BoJisie HE NHIlIE BU3HAYATH, 110 300pakeHo Ha (oTo, a il pO3yMITH,
SK OMKC KOPHUCTyBaua CIIBBIIHOCUTHCS 13 300pakeHHsM. Hampukiaza, cucrema
MOKE€ BUKOHATH TOIIYK 3a 3alUTOM ‘‘3HAWAM Ha (OTO MPEAMET, KU Haramgye
aHTeHy” — 1IeHTU(DiKyI0UM 00’ €KT HABITh O€3 MONEPEeIHHOI0 HABUAHHS CaMe Ha

i KaTeropii.

Single visual

| exampde layers l
f e — '
| = = —_
! =
|
| InfoScore Ensemdle Zero-shot
ranking across layers prediction l
4 |
| -— —
|
|
Zero-shot Refine via Refine via '

; pregiction fine-tuning fine-tuning ‘
Pucynok 1.5 — Cxemaruunuii npukian poooru Vision-Language

MoaeJIi

VY cydacHHX AOCIIHKEHHSIX MIAKPECIIOETHCS, 1110 MYJIBTUMOAIbHI BEIHKI
MOJIEIl PO3LIMPIOIOTE MEX1 JETEKIli, a/pyke BOHHM IMOEAHYIOTh CEMaHTHYHE
PO3YMIHHS TeKCTy 3 Bi3yanbHHM KoHTekcTOM [4]. ITomiOHi pobGOTH TaKOXK
noka3ytoth, mo cuctemu Ty Grounding DINO un OWL-VIT neMoHCTpYyIOTh
YCIIIIHY 1HTETpaIilo MiX Bi3yaJlbHUMH Ta MOBHHUMHM OIKMCAMH, J03BOJISIOUU
BHKOHYBaTH JETEKII0 00’€KTIB 13 BIAKPUTHM CJIOBHHKOM (Open-vocabulary
detection) [18]. Taka MyJIbTUMOJANBHICTD € JIOTTYHUM PO3BUTKOM TPaJUIIHHUX
MOJICJICH: SKIIO 3BUYAHA CHCTEMa MPOCTO BH3HAYAE MO II€ 3a O0’E€KT, TO

MYyJIbTUMOJIa]IbHA CHUCTEMa MO’KE BIAMOBICTH SKUH caMe 00 €KT BIJIOBIIAE
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neBHoMy onmcy. Lle minBuillye piBeHb THYYKOCTI Ta MOSICHIOBAHOCTI MOJIEIIEH,
0COOJIMBO Yy BHUITQJIKaX, KOJW BI3yasibHa 1H(oOpMaIlls HeoaHo3HauyHa. Ilpote,
3aJMINAETHCS CKJIAIHICTh Y3TOKEHHS PI3HOPITHUX IMPEICTaBICHb: HaaMipHA
Bara TEKCTOBOI MiJAKa3KK MOXXE CIIPUYMHUTU XUOHY 1HTEPHPETAIiI0 BI3yaJIbHOL
CIICHH, TO] SIK ClIa0Ke TEKCTOBE MOJICIIOBAHHS 3HUXKYE SIKICTh MYyJIbTUMOAATBHOT

1HTerparii.

2) Iloxkpameni crparerii ¢’roxkuy (fusion) ta dopornda 3 “fusion

degradation”

Harpsim, sikuil 10CaipKye, sIK MPABUIBHO TIOEHYBATH PI3HI TUIH JTAHUX
(RGB-300paxeHHs, NHONHY, TEKCT, TepPMaJIbHI CHTHAJIM TOIIO) B MEXaX OIHIi€]
MYJIbTUMO/JIATbHOI CUCTEMHU, III00 OTPUMATH MOBHIITY Ta TOYHINTY 1HTEPIPETAIIIIO
cueHu. OCHOBHa 1liesl TOJSITaE B TOMY, IO KOXXHA MOJAJIbHICTh MICTUTH
YHIKQJIbHY 1H(QOPMALIIO 1 AKIIO X 00’ €IHATH Y3rOJKEHO, MOJEIIb OTPUMYE OLTbIIT
rJIn0OKe PO3YMIHHS 00’ €KTa UM CIICHH.

[IpoGnema «fusion degradation» BHHHMKae, KOJM HeNpaBWIbHE abo
HaJMIpHE MOEAHAHHS MPU3BOAUTH JO BTPaTH KOPUCHOI 1HGOpMAIIi, IIyMy YH
CYHEPEWINBUX CUTHAIIB MK MOJAJIbHOCTIMU. [le Moke 3HMKYyBaTH TOYHICTS 1
cTaOLIbHICTh Mozei [19].

Tomy cywacHi gochmimxeHHS (OKYCYIOTbCS Ha JIerKMX, THYYKHMX i
aJanTHBHUX cxeMax (’10KHY, SKi IMHAMIYHO BU3HAYaIOTh, SIKY MOJAJIbHICTD
KOJIM 11 y STkoMy 00csi31 BpaxoByBaTH. BUKOPUCTOBYIOTHCS Pi3HI METO/IA: BaroBe
3JMTTS Ha OCHOBI yBaru (attention-based fusion), kpoc-moganbHi TpanchopmepH,
a TaKOX MEXaHi13MHU BHUOIPKOBOr0 (’H0XHY, K1 aBTOMAaTUYHO MPUTHIYYIOTh IIIyM
1 I ICUITIOIOTh HAMIH(POPMATUBHIIII O3HAKH.

3aBIsSKHM 1BOMY IMIJAXOAW HOBOIO TIOKOJIHHS 3a0e3MeuyroTh CTilKi
pe3yJIbTATH HABITH Y CKJIQJHUX YMOBAX — HANPUKIA/, IPU 3MiHI OCBITICHHS,
BIJICYTHOCTI KOJILOPY UM YaCTKOBHX CHOTBOPEHHSX, — 1 BIIKPUBAIOTH ILJISX IO
CTBOPEHHSI €(EKTHUBHUX MYJbTUMOJAIBHUX CHCTEM pO3Mi3HAaBaHHS 00’ €KTIB.

['onoBHa 3a7auya HAYKOBIIB 3PO3YMITH SIK OpPTraHi3yBaTh HaBYAHHS, KOJH JaHi
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OKpEMHUX MOJIaJIbHOCTEH Pi3HOT AKOCTI? AGO SIK YHUKHYTH «JIOMIHYBaHHSD) OJHI€T

MOJIAJILHOCTI?

3) MyabTumonaabHa 3D-nerexuist

Mynbrumogansia 3D-nmerekuiss — 1€ CydyacHHA HampsaM, Yy SKOMY
MOETHYIOThCSL PI3HI JDKEpena TMPOCTOPOBOI Ta CEMaHTU4YHOI i1H(opmarii
(nanpukian, RGB-300paxkenns, nani LIDAR, kaptu riauOunu un 3D-atpubyTh)
JUTSl TOYHIIIOTO PO3II3HABAaHHA 00’ €KTIB Y TPUBUMIPHOMY MPOCTOPI.

3aBAskd KOMOIHYBAaHHIO IIMX MOJAQJIBHOCTEH MOJIENIb OTPUMYE HE JIUIIE
BI3yaJIbHI O3HAKW, a W PO3yMiHHS (OPMH, pO3TalIyBaHHS Ta MPOCTOPOBOI
CTPYKTypH 00’ €KTiB. [[e 0coOIMBO BaXXJIMBO /111 pPOOOTOTEXHIKM Ta aBTOHOMHHUX
CUCTEM, SIKI TOBUHHI OPIEHTYBATUCS B PEAIbHOMY CBITI, MPUUMATH PIMICHHS Ta
B3a€EMOJIISATH 3 oToueHHAM. [20].

OcTaHHIM YacoM INBHJKO 3pocTae iHTepec 1o Open-vocabulary 3D-
JAeTeKuii, KoM CHUCTeMa MO)XXe po3Mi3HaBaTh 00 ekt mo3a (PiKCOBaHUM
HA0OPOM KJIaciB, BUKOPUCTOBYIOUM TEKCTOBI MiJKa3KU UM OMUCOBI 3anuTHU. Taxi
MOJIeJIi 3/1aTHI1 IHTETpYBaTH MOBHI npeacTaBjaeHHs Y 3D-cueHu, onucyooun He
JIMIIE TUII 00’€KTa, a ¥ MOro BJIIACTMBOCTI, KOHTEKCT a00 B3acMOil 3 1HIIMMH
ejleMeHTaMu. Y TIO€HaHHI 3 BI3yaJlbHO-MOBHUMH MOJENISIMHM 1€ BIJIKPUBA€E
MEPCIEKTUBU CTBOPEHHS YHiBepcadbHUX 3D-cucteM cpuiiHATTS, K1 MOXKYTh
THYYKO PO3YMITH Ta IHTEPOPETYBATH CKIIAJHI CLHEHU 0€3 MOTpedu B >KOPCTKO

BHU3HAUCHUX KJlacax abo pydHiil po3mitii. [21].

4) MLLM / LVLM npns nokanizamii ¥ ympasainnasi (grounding,
robotics, embodied Al)
MynbsTMonanbHi Benuki MoBHI Monem (MLLM — Multimodal Large
Language Models, abo LVLM — Large Models) nenani gacririe po3risiialoTbes
K “MO30K” JUIA CHCTEM, SIKi TIOE€IHYIOTh CIPUUHSATTS, PO3YMIHHS Ta HII0 —

30KpeMa B 3aJlauax JIoKai3allii, yrpaBJiHHSI poOOTaMHU Ta CTBOPEHHS “BTLICHOTO

III” (Embodied Al). Ix pons nonsrae y 31aTHOCTI iHTErpyBaTH 3HAHHS 3 PI3HUX
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MOJAIIBHOCTEH — 300pakeHb, Bifeo, 3D-CIieH, CCHCOPHUX NaHUX, TEKCTOBUX
KOMaH1 — 1 IEpETBOPIOBATH iX HA OCMUCJICHI J1i a00 pillIeHHS.

VY xonTekcTi Jokaddizanii MLLM MoXyTp He JUIle ONUcyBaTH 00’ €KTH, a
U “npuB’s3yBaTH’ TEKCTOBI MOHSTTS 10 KOHKPETHMX YacTHUH BI3yaJIbHOI abo
IPOCTOPOBOI CIIEHH — MPOIIEC, sIKuii HazuBaeThes grounding. Hampuxitaz, konu
KOPHUCTYBa4 Ja€ KOMaH/ay ‘‘BI3bMHU YEPBOHY YAIIKy 3 IPABOr0 CTONY , MOJIEb HE
POCTO poO3Mi3HAae O0’€KTHU, a TOB’SI3y€ MOBHHUN ONHUC 13 KOOPJAMHATAMH B
npocrtopi. Lle moegHaHHS TEKCTY 3 T€OMETPUUHOIO 1HPOPMALIEI € KIFOUOBHM
JUTSl aBTOHOMHUX CUCTEM, K1 TOBUHH1 OPIEHTYBATHUCS Y (DI3UYHOMY CEPEIOBHUIIT.

VY cdepi podoTOTEXHIKHM Taki MOJIE Jal0Th 3MOTY CTBOPIOBATH OLIbII
THYYKMX 1 PO3YMIIOYUX AareHTiB, $KI MOXYTb BHKOHYBATH 1HCTPYKIIII,
aJanTyBaTHCs 1O HOBHX CHTYyallli 1 HABYaTUCSA BiJ HPUPOAHOI MOBHU 0e€3
YKOPCTKOTO MPOrPaMyBaHHs. 3aBASIKA MyJIbTUMOJAIBHUM apxiTektrypam MLLM
MOXYTb 00pobsiaTn naHi 3 kamep (RGB, depth, LiDAR), mikpodoHiB i
TaKTHJIbHUX CEHCOpIB, 00 €AHYIOUM iX Yy CHIIbHUN ceMaHTH4HM mpoctip. Lle
JIO3BOJISIE Peali3yBaTH BUCOKOPIBHEBE KEPYBaHHSI, /e pOOOT HE ITPOCTO pearye Ha
JaHi, a “po3yMi€ KOHTEKCT .

Y Embodied Al (mutyuynwuii iHTEIEKT, IHTETPOBaHUHN y (Pi3UUHI CHCTEMH,
K1 MOXKYTb CIIpUIIMaTH, JISITH Ta HaBYaTHUCA B peaibHOoMy cBiTl) MLLM cratoTh
[EHTPAILHUM KOMITOHEHTOM, 1110 TIOEAHY€ CIIPUNHATTSA, IJIaHyBaHHs Ta Jif0. Taki
CHUCTEMH MOXXYTh HE JIMIIIE PO3Ii3HaBaTH 00 €KTH, a ¥ TUIaHYBaTH MOCIIOBHICTh
T st jocsraenHs nuied. [puknagom € nmoegnanus moxaenent tumy GPT-4V,
Flamingo uun OpenVLA (Open Vision-Language-Action) i3 cepeaoBUIlaMu
CUMYJIALI1, 1€ BOHU KEPYIOTh ar€HTaMH y BIpTyaJbHUX 200 peasIbHUX MPOCTOPaX.
[le#i mampsiM MIBUAKO PO3BUBAETHCS 3aBiasiku iHTerpamii LLM 13 Bi3yanbHO-
POCTOPOBUMH MOJIYJISIMH, 110 POOUTH MOMIJIMBUM “IHCTPYKTUBHE HaBYaHHS
poboTiB uepe3 TmpupoaHy MoBy. [IpuknagoM ocCTaHHIX 1HHOBaLIM Ta
TexHoJoriuHoTO mporpeccy chepi Embodied Al € pobor «Ameka» (humanoid
robot Ameca) (puc 1.6). Ameca B nepiiy uepry po3po0ieHa sk miathopma st

MOJIaJbIIOT0 PO3BUTKY TEXHOJIOT1M B3aeMomii JroauHu Ta pobota. OcolimBa
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CHJIa CUCTEMH TOJISATaE B 1HTETpallil MepeOBUX MOJENEH IITYyYHOTO 1HTENEKTY.
GPT-3 Bix Openai BUKOPUCTOBYBABCSl B MOIMEPEIHIX BEPCIsIX, TOJI SK HOBIIII
mozeni npaioTs 3 GPT-40. Ls inTerpailisi MTY4HOTO 1HTENIEKTY J03BOJISE
Ameca 11aBHO TOBOPUTH Ha Pi3HI TEMH Ta 3B'S3HO i MPOAYMaHO BiANOBIAATH HA
3anutaHHsA. Y Mysei maitOytasoro HiopaOepra Oyino po3pobiieHo cremiaibHy
CHUCTEMY, SIKa MOXeE IMITYBaTH pPi3HI «HACTPOI» Ta PUCH XapakTepy — BIT

KOPHCHOI JOMOMOTH JIO ipOHIYHHMX UM TYMOPHCTUYHHUX B3aeMoii [22].

Pucynox 1.6 — Po6ot «Ameka» (humanoid robot Ameca)

3aranom, MLLM/LVLM mocTynoBo mNepeTBOPIOIOTLCS 3 MOJENEH s
OMHUCYy 300paX€Hb HA CHUCTEMH 3arajbHOTO MPU3HAYEHHS, 3JaTHI “MUCIUTH”
MyJIbTUMOJIabHO. BOHM He mMille BIANOBIIAIOTH HAa MUTAHHS TMPO T, WO
300paKEHO, aJie i PO3yMIIOTh Oe 11 PO3TAIIOBAHO, 5K 3 ITUM B3aEMOIISATH 1 YOM)
Jlisl MA€ CEHC Yy JIaHOMY KOHTEKCTI. Takum 4MHOM, BOHH (DOPMYIOTh OCHOBY IS
HOBOI XBWJII YHIBEPCAJIbHUX CHCTEM CIPUMHATTSA Ta YNPABIIHHSI, SKI MOXYTb
aJanTyBaTUCS JI0 HOBUX CEPEJOBUIN 1 3aBlaHb 0€3 MNOTpeOu B PYyYHOMY

nepenporpamysanHi. [23].
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AHami3 cy4acHOi HayKOBOI JIiTepaTypy TOKa3ye, IO PO3BUTOK CHUCTEM
pO3Mi3HaBaHHA 00’ €KTIB BIIOYBA€ThCS Yy HaIpsAMI 1HTErparii pi3HUX II1IXOJIB,
TEXHOJOTIM 1 MOJAIbHOCTEH, 10 MOCTYNOBO (OPMYy€E OCHOBY JUIsl CTBOPEHHS
yHIBEpCATbHUX  MYJBTUMOJANBHUX  Mojened.  KurodoBi  mociimkeHHs
30CepeKeHl Ha MiJBHUIIEHHI €(QEeKTUBHOCTI apXITEKTyp HEHPOHHHX MEpEexX,
PO3IIMPEHHI MOKIIMBOCTEH PO3Mi3HABAHHS Y HEKOHTPOJIbOBAHUX CEPEIOBHUIIAX 1

MIEPEHECECHH1 1HTENEeKTYaJIbHUX aJIrTOPUTMIB Ha edge-TaTdopmu.

1.3 Orsasix roToBUX iHCTPYMEHTIB

Uepe3 mmupoKe 3aCTOCYBaHHS II1€i TEXHOJOTII OIS ICHYIOUMX PIIICHb
OXOIUIIOE CUCTEMH PI13HOTO MPU3HAYCHHS — B1J] MPOMHCIOBOT'O KOHTPOJIIO SIKOCTI
70 1HTEPAaKTUBHUX MOBHHUX MOJIECH, IO TOEIHYIOTH 30pPOBY, CIyXOBY Ta
TEKCTOBY MOJiajibHOCTI. He3Bakaroun Ha pi3HUITIO Y GYHKIIIOHATIBHOCTI, YC1 BOHU
0a3yroThCa Ha €AMHIN i71ei — IHTerparlii JaHuX 13 PI3HUX JHKEPeN Yy CHUIbHUN

BEKTOPHUI IPOCTIP O3HAK.

131 IdcTpyMeHTH IITYYHOr0 iHTEJEKTY /ISl PO3POOHMKIB

MYJbTHMOJAJbHUX CUCTEM PO3Ii3HABAHHSA 00’ €KTIB.

CydacHi pO3pOOHMKH MarwTh JOCTYN 1O HHU3KH MYJIBTUMOAATBHUX
IHCTPYMEHTIB MITYYHOTO 1HTEIEKTY, 10 JO3BOJISIIOTH 0OPOOJIATH Ta IHTETPYBATH
pI3HI TUIM JaHUX — TEKCT, 300pakKeHHs, ayaio Ta Bineo. Taki IHCTpYMEHTH
3ne0uIporo HajgaroTbess 'y Bursial APIL, 6i6mioTek abo (peldMBOpKIB, 110
CIPOITYIOTh X BUKOPUCTAHHS Y MPAKTUYHUX TpoekTax. Bim 2022 poky mix yac
3pocTaHHs momuTy Ta mnonyssipHocti LVLM, Oyno cTBOpeHO Ta OHOBJIEHO

BEJIMYE3HA KUIBKICTh MYJbTUMOJATIBHUX MOJENEH, YC1 BOHU CTPIMKO TEXHIYHO
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MOKPAIIyBaJIMCh, 1 OUTBITICTh CTAPUX MOJICTICH 3aIUIITUIACH 110331y 32 HE3HAYHUI
MPOMIKOK Yacy dYepe3 BEIUKY KOHKYPEHIII0 Ta MPOPUB Yy MallITabOBaHOCTI
chepu.

I{i mocsrHeHHs 3yMOBJIEHI MOSBOIO MOCIIAOBHOI cepii MojeeH, KoxHa 3
SKMX BHOCHUTH I1HHOBAlli y MeEXaHI3MHU BI3yaJIbHOI PEJIEBAHTHOCTI, MOBHO-
BI3yaJIbHOTO Y3TOJDKCHHS Ta MYyJIbTUMOJabHOTO MucieHHs (Ha pucynky 1.7
NOJJaHO y3araJlbHEeHy XPOHOJIOTiI0 po3BuUTKy Large Vision-Language Models
(LVLM), opieHTOBaHMX Ha 3aBJaHHS BUSBICHHS OCHOBHUX 00’ €KTIB, CTBOPEHUX
y niepion 3 2022 poky 10 chorojiHi). BoHa 1eMOHCTpY€E MIBHIKY €BOJIIOLIIO i€
rajy3i Ta TOCTYINOBE 3pOCTaHHS K CKJIAJHOCTI apXITEKTyp MojeneH, Tak i
HIMPOTH IXHIX MOXIMBOCTEH. Takuil mporpec CBIIYUTh PO YITKY TEHACHIIIIO 0
dbopmyBaHHS  yHIDIKOBAaHUX MYJIbTUMOJAIBHUX TMPEACTABICHb, 37aTHUX
NIATPUMYBATH IIMPOKUM CHEKTp 3aBllaHb — BIJ JETEKIIl 10 CerMeHTalli,
aBTOMATWYHOI TeHepaIlii MiIMKUCIB Ta Bi3yaJIbHOIO 3alMTaHHA-BiAOBI I [23].

MOHOMOMICTH CTBOPIOIOTH JICIIEB] Ta SKICHI TOKIHH, HEHMOBIPHO IITBUJIKO
MiIBANIUBINYA TEXHIYHUA Ta HAYKOBHH TIPOTPEC 3a PaxyHOK IIONMUTy Ta
BenuYe3HuX (iHaHCOBUX BKiIaleHb. Cepel HaWBIIOMIMIMX TMPHUKIAIIB MOKHA
Bunimutd GPT-5 3 Vision (GPT-4V) Binm OpenAl, Gemini Binm Google Ta
ImageBind Big Meta. KoxkeH 13 HUX MIATPUMY€E YHIKaJIbHI THUIHU BXITHUX JaHUX
Ta Ma€ pi3Hl (YHKIIOHAJIBHI MOMIMBOCTI, IO POOUTH IX KOPUCHUMHU IS
CTBOPCHHSI MYJbTUMO/TATEHAX CUCTEM Pi3HOTO MPHU3HAYCHHS.

Ho ctBopennss GPT-5 Oyna ctBopena GPT-4V Bim OpenAl i1 sika Oyna
posmmpennsm mozaen GPT-4, sike gomaBana MOMXKITMBOCTI aHai3y 300paeHb.
3apa3 GPT-5 mae BOynaBany Vision-uactuny [https://blog.roboflow.com/gpt-5-
vision-multimodal-evaluation/]. 3aBasiku API po3poOHHKH MOXYTh CTBOPIOBATH
nporpamMu, IO NPUHAMAIOTh SIK TEKCTOBI, TaK 1 Bi3yaJbHl BXiAHI JaHl —
HaIpUKIIaJd, CUCTEMHU, SIKI TEHEPYIOTh onucHu A0 (Gortorpadiii adbo BiMOBIIAIOTH
Ha 3amuTaHHS Tpo ixHiK 3MmicT. [IpuKiIagoM MpakTUYHOTO 3aCTOCYBAHHS MOXKE
OyTH IHCTPYMEHT, 10 aHaJI3ye 3aBaHTAXEHY KOPUCTYBaueM JiarpaMmy Ta Hajlae

TEXHIYHI MOSICHEHHS.
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Pucynox 1.7 — Xpownosoris po3sutky Large Vision-Language Models
(LVLM)

Gemini Bin Google e me OuUThIl yHIBEpCAIBLHUM PIIICHHSIM, OCKUIBKH
31aTeH 0e3mocepeIHL0 00POOIIATH TEKCT, 300payKeHHs, ay 10 Ta Bijeo. BiH Hamae

enuanii APl 17151 3aBnansb, 10 BUMararoTh KOMITIEKCHOT 00pOOKH TaHHX, 30KpeMa
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y3arajbHEHHS BiJICOKOHTCHTY 4Yepe3 IMOEIHAHHS PO3Ii3HABAHHS MOBJICHHS Ta
aHaizy 3o00paxkeHb. lle poOuTh HOro 0COOJMBO KOPHUCHUM ISl CTBOPEHHS
CHCTEM aBTOMATHYHUX CYOTUTPIB, Me/liaaHani3y abo Mojepallii BIICOKOHTEHTY.

ImageBind Bix Meta € BigkputuM (QpeMMBOPKOM, IO MOEAHYE OJIpaszy
ITICTh THITIB JAHUX: TEKCT, 300payKeHHsI, ay 110, TIIMONHY, Teru1oBi kKapTu Ta IMU-
naHl (maHi iHepUianbHUX AaTyuKiB). Ha BiaMiHy Bif OLIBIIOCTI 1IHCTPYMEHTIB,
30Cepe/HKEHUX JIMIIIE Ha TEKCTOBO-BI3yallbHIM B3aemo/ii, ImageBind mo3Boise
CKCIICPUMEHTYBAaTH 3 MEHII TOMHUPEHUMH MOJanbHOCTIMH. Hanpukian,
MOKJIMBO CTBOPUTH MOJIENb, SiKa 1€HTU(IKY€E BIANOBIAHE 300pa’KEHHS 32
3BYKaMHU HaBKOJIMIITHBOTO CEPEIOBHUIIIA.

Kpim Toro, 610miotexa Transformers Big Hugging Face npononye Habip
MOMepeIHbO HABYCHNX MYJIbTUMOIATLHUX Mojienel, cepe sikux CLIP (moennye
TeKCT 1 300paxkeHHs) Ta Flava (iHTerpye tekct, 300paxkeHHst Ta merajani). Li
IHCTPYMEHTH JIETKO IHTErpyroThes uepe3 Python API, mo mae 3mory mBHIKO
CTBOPIOBATH MPOTOTUIU MYJIbTUMOJAIBHUX CUCTEM 0€3 HEOOX1IHOCTI PO3pOOKHU
CKJIQJJHUX KOHBEEPIB 3 HYJIS.

TakuM 4YMHOM, IOCTYIHICTH IHMX PIIICHHL 3HAYHO CIPOIIYE PO3POOKY
CyYaCHUX MYJbTUMOJAIBHUX CHUCTEM IITYYHOTO IHTENEKTY, JI03BOJISIOUN
dboKycyBaTHCsl HAa MPUKJIATHUX ACTEKTaX 1HTErpalii JaHuX, a He Ha MOOYIO0BI

apxiTekTypu 3 HyJs [25].

1.3.2 MyabTUMOAJIbHI iIHCTPYMEHTH /1151 BUPOOHUIITBA.

OpauM 13 TPHUKIAAIB TPAKTHYHOTO 3aCTOCYBAHHS MYJBTUMOJIAIBLHOTO
pO3Mi3HABAHHS € CHCTEMH KOHTPOJIIO JC(PEKTIB Ha BHUPOOHUIITBI. Y ramysi
KOHTPOJIIO SIKOCTI MYJBTUMOJAIBHUN INTYYHUH 1HTENEKT BHUAUIAETHCS SK
peBotoliiHa cuia. BupoOHUKM Bce wyacTilie I1HTErpyrTh MYJIbTHUMOJANIbHI
CUCTEMHU [IJIi KOHTPOJIO SIKOCTI Ha OCHOBI IITYYHOTO IHTENEKTY, 100

3a0€3MeUnTH BIAMOBIAHICTh CTaHJAApTaM MPOAYKIlli, 3MEHIIUTH KUIbKICTh
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nedeKTiB Ta NPUIIBUAIINTI NPUHHATTS PIICHb Y PeXUMI peaiabHoro vacy. Lls
MOTYy’XHa hopMa MITYYHOTO 1HTEJIEKTY 3MIHIOE ITPOIIEC KOHTPOJIIO SKOCT1 Ha BCiX
BUPOOHUYHMX JIIHISX, IMIIBUILYIOYH K €(PEKTUBHICTh, TaK 1 HAIINHICTb.

KoHTposb 4KOCTI € HalBaXJIMBIINIMM AacleKTOM BUPOOHHUIITBA, SKUN
0e3nocepelHbO BIUIMBAE€ HAa HAIIWHICTh MPOAYKIIi Ta 3aJ0BOJICHHS KIIEHTIB 1
MYJIbTUMOJIATBHUM IITYYHUN I1HTENEKT KapAHMHAIBHO 3MIHIOE Ha Kpaile Iei
npoiiec, 3a0e3neuyloyu MepeBIpKYy B PEKUMI PEaNbHOrO 4Yacy, BHUSBIICHHS
nedeKTiB 1 aJanTUBHUN MOHITOPHHT.

Taxki pimenns, sk Siemens Visual Inspection (puc 1.8), Bluebash, Cognex
Multimodal a6o Landing Al, BUKOpHCTOBYIOTH KOMOIHAIIIIO BiJICOMOTOKY, JAHUX
13 cencopiB riubunu (LiDAR, ToF-kamep). Cucremu 30py Ha ocHosi LI
aHAMI3yI0Th MPOAYKTH Oe3MepepBHO, BUSBIISIIOUN Je(EKTH MOBEpXHi, (HOpMH,
BUPIBHIOBAaHHSA YW MapKyBaHHA. TeruioBi3opu (DIKCYIOTh BIIXHIEHHS Y
HarpiBaHHi a00 OXOJIO/KEHHI, a BiOpaliliHi i aKyCTHYHI JATYMKH BU3HAYAIOTH
aHomaJii B po6oTi oonagHanHsg. OO’ eIHYIOUH 1Ml JaHi, MyJIbTUMOAAIBHI MOJIEI
dbopMyIOTh LUIICHE YABJICHHS MPO SKICTh 1 3/aTHI HE JIMINE pearyBaTH, a U

nepeadayaT MOKJINBI 1e(eKTH.

Pucynok 1.8 — Siemens Visua Inspection
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Opniel0 3 KIIOYOBUX TIEepeBar € mepexpecHa mepeBipka Mix
MOJAJBHOCTAMHM — KOJHM PE3yJbTaTH OJHOTO CEHCOopa MiJITBEPAKYIOThCS
iHmmMu. Hampuknan, BizyanbHE BHUSIBICHHS TPIIIMHU MOXKE OyTH TepeBipeHe
BiOpalifHUMU JaHUMH, a TEIUIOBI aHOMaJlli — TMoOKa3HUKamMu natyukis. lle
CYTTEBO 3MEHIINY€E KIJIbKICTh TMOMUJIKOBOI MPOAYKINI Ta MiJBUILYE TOYHICTH
pilIeHb y Mpolecax KOHTPOIIO SKOCTI.

ANanTUBHUM MOHITOPUHT O3Hayae€ IO CHUCTEMA 3aBASKM MAIIUHHOMY
HABYAHHIO 3 YaCOM caMa BHBYAE JIOMYCTUMI HEJOJIIKW, BU3HAYAE TECHJICHINT SIK1
MO’KYTh CBITYUTH PO MOCTYIOBE 3HUKEHHS SKOCTI Ta HAJIAITOBYE NapaMeTpu
0e3 BTpyuaHHs JroAuHM. L5 aganTuBHA 30aTHICTH O3HAYa€, UI0 MOJIEN MOXKYTh
BUSIBJISITH Ta BUIIPABJISITU MIPOOJIEMU /10 TOTO, IK BOHU BIUIMHYTh HA 1111 NAPTIi,

1110 Hallepe/] 3HaYHO 3MCHIIY€E PU3HMKH BiIXO/IIB Ta BIAKIMKAHHS MPOIYKIIii [ 26].

1.3.3 AKTHBHe BHPOBAIKEHHS TEXHOJIOTii MYJbTHMOIATbHOIO

PO3Mi3HABAHHA.

MyapTUMOJAIBHI TEXHOJIOTII PO3MI3HABAHHS BUHIIUIM JAJIEKO 3a MEXI1
aKaJeMIYHUX JIOCHIIPK€Hb, AKTHUBHO TPAHCHOPMYIOUM KIIFOYOBI CEKTOpHU
€KOHOMIKH Ta CyCHIbCTBA.

VY chepi MeaUIIUHU MYTHTUMOJAIBHICTh € KPUTHYHO BAKIUBOIO JIJIS
MIJBUIIICHHS TOYHOCTI JIarHOCTUKM Ta TepcoHai3alii JikyBaHHsI. CuCTeMH
MYJIBTEMOJIAJIFHOTO PO3Ii3HABAHHS 1HTETPYIOTh Y MeanyHi 300paxents (MPT,
KT, V3/, pentren) — sis Bizyamizaiii Ta 3HAXO/KEHHS MATOJIOTIM Ta y
nabopatopHi aaHi (pe3ynabTaTh aHami31B KpoBi, O0l0mcii) — aia 610XIMIYHOI Ta
MOJIEKYJISIPHOT OLIIHKH.

Hampuknang DeepMind/Google Health Al — 1€ aBTOMAaTU4HA
iaeHTrdIKalis Ta kiacugikalis naToJIorii.

Cucrema po3Ii3Hae:
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o VYpaxenus/HoBoyTBopeHHsT  (IIyXJIMHU,  MIKPOKQJIbLIMHATH)  Ha
300paKeHHSIX.

e [larepHu 3axBOpIOBaHb (HApPUKIAA, O3HAKH J[1a0€TUYHOI PETUHOMATII
Ha OYHOMY CKaHi).

e KoHTekcTyamizamis 3HaxiJOK IUIIXOM 31CTaBICHHS BI3yalbHUX JaHUX
13 KJIFOYOBUMH T€PMIHAMHU Ta KJITHIYHUMHU OMUCAMU 3 TEKCTOBUX 3BITIB

JUTS T IBUTIICHHST TOYHOCTI JIiarHo3y [27] .

ABTOHOMHI TPaHCHOPTHI 3aC00M BHUKOPHCTOBYIOTH MYJIBTUMOJIAJIbHY
1HTErpartito s 3a0e3neyeHHs 0e3MeyHOro Ta HaAIMHOTO PyXY .
Hampukinazn cucrema posnizHaBanus 00'ektiB NVIDIA DRIVE AGX (abo

Hyperion) a8 aBTOHOMOHOIO TpPAHCIOTPY — 1€ BHCOKOTO4YHE 3D-

pO3IMi3HaBaHHA Ta CErMEHTAIlisl HABKOJIMIITHLOTO cepenoBuiia (puc 1.9).

Pucynox 1.9 — NVIDIA DRIVE AGX
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Cucrema po3Ii3Hae:

e [limoxoxiB Ta ixHil pyXx (3a gomomororo kamep ta LIDAR)

e TpaHcnopTHi 3aco0u (BiJCTaHb, MIBUIKICTh, TUII — dYepe3 Pamap ta
LiDAR).

e Jlopo>kHi 3HaKH Ta PO3MITKY (uepe3 kamepw ). [HTerpairist MoTambsHOCTEN
3a0e3neuye HaAIMHICTh Yy CKJAJHUX TOTOAHUX YMOBaxX (HaIlpUKIIAI,

LiDAR i Pagap nomoBHIOIOTH KamepH mpy TymaHi) [28].

VY mitky 2025 poky kommanis NVIDIA 3100y1a nocinioBHy epemMory y
koHKypci «End-to-End Autonomous Driving Grand Challenge» na xondepenuii
Computer Vision and Pattern Recognition (CVPR).

Sk nume cama KoMOaHisA, iM BAANOCAd 3[100yTH MEPEMOTry Cepell 1HIIUX
YYaCHUKIB 3aBJASKH HOBITHBOMY MYJbTUMOZAJIBHOMY METOAY Yy3arajibHEHOi
ominku TpaekTopid (GTRS) (puc 1.10), sikuii reHepye pi3HOMaHITHI TPAEKTOPIi
Ta TOCTYNnoBO BiADUILTpOBYE HaWkpalil 3 HUX. [eHeparis Oe3MeyHUX Ta
aJIaNTUBHUX TPAEKTOPI Pyxy OYyJI0O MOpY4YEHO TeHEepyBaTd Ha OCHOBI JaHHUX
KUIBKOX JaTYMKIB Yy HaIliBPEAKTUBHOMY MOJICIIOBAHHI, /1€ IJIaH aBTOMOOLIA
(ikcoBaHUIl Ha MOYATKY, ajie (POHOBUM PyX AMHAMIYHO 3MIHIOETHCS.

GTRS mpomnonye koMOiHaIil0 TpyOuX HAOOpIB TpPAaEKTOpid, IO
OXOIUTIOIOTh IIMPOKUNA CHEKTP CHUTyalld, Ta APIOHO3EPHUCTUX TPAEKTOPIN s
KPUTHYHO BAXKITMBUX JIJIs1 O€3MEKU CUTYAaIllk, CTBOPEHHUX 32 TOTIOMOTOO IO THKH
mudysii, oOymoBieHoi HaBkoiumuHIM  cepepoBuiieMm. [lotim  GTRS
BUKOPHUCTOBYE TpaHCcHOpMaTOpHMIA JAEKOJEP, OTPUMAHHUA 3 METPHUK, 3aJCKHUX
BiJl CHPUMHSITTSI, 30CEPEIKYIOUNCH Ha Oe3merni, KoM(popTi Ta AOTpUMaHH1 PABUIT
nopokHbOro pyxy. Lleil nmekomep moctynoBo (UIBTpYE HaWNEpCHEKTHUBHIIII
KaHJIUJATU Ha TPA€KTOpii, (IKCYIOUM TOHKI, aje KPUTHUYHI BIAMIHHOCTI MIX

noiOHUMU TpaekTopismu [29].
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Pucynok 1.10 — Merton y3aransHeHoi omiHKu Tpaektopiit (GTRS)

be3neka Ta CnocrepexeHHs

v

chucTeMax Oe3IeKu MyJ'IBTI/IMOI[aJ'IBHiCTB BHUKOPUCTOBYETHCA  JIA

BCEOIYHOTO MOHITOPUHTY Ta IIBUJKOTO pearyBaHHs, OCHOBHI 3aB/IaHHS IIE:

Po3nizHaBaHHs 0ci0 Ta 00'€KTIB y CKIIAJHUX yMOBaxX OCBITJIEHHS Ta
BHCOKOT 3aIlIyMJICHOCTI.

AHaJl3 TOBEIIHKU (BUSBJIICHHS HETUIIOBHX i, arpecii, MmajaiHb) Ha
OCHOBI1 IHTerpailii BiJ€0, 3BYKOBHUX JIaHUX Ta TEIUIOBUX CHUTHATYP.
Hanpuknan y pob6oti “A Smart Security System Using Multimodal
Features from Videos” ommucyeTbcs sK 3a JOMOMOIOI aHAII3y
MYJIbTUMOJIATTBHOI O10METpii, MO’KHA OTPUMATH CUCTEMY OE3IeKH, sSKa
MOBHICTIO HeBpa3JiMBa J0 ciydinr-atax. [30].

BaratopiBHeBU KOHTPOJIb AOCTYITY (MOE€HAHHSI O10METPUYHUX JAHUX,
rojjocy Ta 300paxkenHs). lle migBuIIye HamIMHICTE CHCTEM

CIIOCTEPEKEHHS Yy TPOMAJCHKUX MICIAX Ta HAa KPUTUYHUX OO0'€KTax

1H(DpaCTPYKTypH.
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PoGoToTexnika Ta B3aemonis

JI7ist pOOOTOTEXHIKA MYJIbTUMOAAIIbHE COPUUHATTS € (QyHIaMEHTAIbHUM
JUTS HaBIraiii Ta B3aeMoii 31 cBiToM. CeHCOopHE CIPUIHATTS uepes 31p (kamepn),
JTOTUK (TaKTHJIBHI CEHCOPH JIJIi MaHIMMyJIATOPIB), 3BYK (BU3HAUYCHHS JKepelia Ta
THUITy IIIyMY) Ta MPOIPIOLEIi0 (CTaH BIACHUX MEXaH13MiB) IPalOTh BUPIIIATIbHY
pOJIb ISl PO3YMIHHSI CepeoBHUIla poOoToM. [HTEerparlis nmux AaHUX T03BOJISE
pobotaM He numie OyIyBaTW TOYHI KapTH CEPEIOBHINA, aje W BHUKOHYBATH
CKJIaJHI MaHIMYJIAMINHI 3aBIaHHs (HAPUKIIA, 3aXOIJICHHS KPUXKHUX 00'€KTIB),
Jie TOTpi10HA TOYHA OIIHKA CHJIM CTUCKaHHS Ha OCHOBI BI3yaJbHOT Ta TAKTUIBHOL
1H(popmarrii.

Hanpukman icayroth Amazon Robotics (Picker Robots) (puc 1.11) a6o
FANUC Al-Enabled Robots sikanx ocHOBHa (YHKIIIOHAJIBbHICTh 1€ TOYHE

3aXOIUICHHS Ta COPTYBAHHSI HE1JIECHTUYHUX O0'€KTIB.

Pucynok 1.11 — Amazon Robotics (Picker Robot)
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Bonwu 31aTHI po3mizHaBaTu:

e Qdopmy Ta TeoMeTpit0o 00'ekTa (BU3HAYCHHS HAWKpAIIOi TOYKH
3aXOIJIEHHS 3a JonoMoroio 3D-30py).

e Marepian, Bary Ta KpuUxKicTb 00'ekTa (mepeadadeHHs 3a JOIMOMOTOI0
30py, MATBEPKEHHS Ta KOPUTYBAHHS CUJIM CTUCKAHHS 32 JOTIOMOTOI0
TaKTWIBHUX JaTuvkiB). e kputnuHo nms po6oTu 3 00'ekTamMu pi3HOT
dopmu, Aki MOXKYTh OyTH 1AeHTH(DIKOBaHI, ajleé BUMAaraiTh Pi3HOTO

3yCUJUIS Tipy MaHimyJsiii [31].

Ornsi cydacHUX MyJIbTUMOJAIBHUX 1HCTPYMEHTIB JIEMOHCTPYE, IO
PO3BUTOK TEXHOJOTIH pO3Mi3HABaHHA OO0 €KTIB HEBIJI €MHO TOB’SI3aHUN 13
TEHJEHLI€I0 JI0 IHTErpallii pI3HUX TUIIB JaHUX Y €JUH1 IHTENEKTYaJIbHI CUCTEMHU.
Bin nmpomucnoBux 3aco0iB KOHTPOJIO SIKOCTI JI0 BEIMKHX MOBHO-BI3yallbHUX
mogenert (LVLM), yci cydacHi pillIeHHS! IPYHTYIOTBCSI Ha CITIJIBHOMY TPHHITUIT
— MO0Y/IOB1 €JUHOTO BEKTOPHOI'O MPOCTOPY O3HAK, 1€ JIO3BOJISIE HE JIMIIE
MIBUIIUTH TOYHICTH 1 KOHTEKCTHICTh pO3MI3HABaHHA, ajié W PO3MIUPUTH
MO>KJIMBOCTI B3a€EMOJII1 MK JIFOJMHOIO Ta MAaIlIMHOIO. 3arajoM, aHajl3 TOTOBHUX
IHCTPYMEHTIB MIATBEPIKYE, IO MYJbTUMOAAIBHICTh CTa€ BU3HAYAIBHUM
HaIPsIMOM PO3BHUTKY CHCTEM po3Ii3HaBaHHsA 00’ekTiB. Came BoHa 3abe3mneuye
OCHOBY JIJIsl CTBOPEHHS OLITbII THYYKHX, KOHTEKCTHO OPIEHTOBAHUX 1 €)EKTUBHUX
cucTeM, 1o (GOPMYIOTh HOBE ITOKOJIIHHS IHTSJICKTYyaIbHUX TEXHOJIOT1H IITYYHOTO

1HTEJIEKTY.

1.4 BUCHOBOK /10 IepUIOT0 PO3ALLY

VY nepuiomy po3aun Oyjo HPOBEACHO Yy3arajJlbHEHUW aHalli3 Cy4acHUX
MIJIXO0A1B 10 MYJIbTUMOAAIBHOTO PO3Mi3HaBaHHs 00’ €KTiB. Po3riisiHyTa OCHOBHA
TEOpisl 3a TEMOIO, OCHOBHI HAMNpPSIMH PO3BUTKY MYJIbTUMOJAIBHUX CHUCTEM

poO3Mi3HaBaHHA 00’ €KTIB, PO3TJISHYTI TUITH JAHUX 1 K BOHU MOEIHYIOTHCS. OTIIsT
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Cy4YacHOI JIITEpaTypH Ta TOTOBUX IHCTPYMEHTIB MIOKa3aB, 1110 MYyJIbTUMOIAIIbHICTh
CTaJia CTpaTEriuHUM HAMPSIMOM €BOJIIONIT IITYYHOTO 1HTEICKTY.

Otpumani  pe3yabTaTH  MIAKPECTIOIOTh, IO  MYJbTUMOJAJIbHE
pO3Ii3HaBaHHA 00’ €KTIB € HE MPOCTO MPOJIOBKEHHAM PO3BUTKY KOMIT IOTEPHOTO
30pYy, @ HOBOIO MMapaJUTMOI0 IMMTYYHOTO 1HTEIEKTY — 3AaTHOIO MOEAHYBATH Pi3HI
JpKepena iHpopMarlii B €[MHy 1HTEJIeKTyalbHy cucteMy. Lle BiaKkpHuBae muisix 10
CTBOPEHHS OLIBII THYUYKHUX, HAAIMHUX 1 KOHTEKCTHO OPIEHTOBAHMX TEXHOJIOTIH,
K1 3a0€3Me4yI0Th SIKICHO HOBHI p1BEHb B3a€MO/I1i MIXK JIFOJIMHOIO Ta LIU(PPOBUM

CCPCAOBHUIIICM.
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PO31J1 2. TEXHIYHI 3ABJIAHHA B MYJIbTUMOIAJBHOMY
HABYAHHI

MynbTUMOJATbHI CUCTEMHU CTHUKAIOTHCS 3 HU3KOI0 0a30BHX TEXHIYHHMX
BUKJIMKIB, I[0 BHHUKAIOTh Yepe3 PI3HOPIAHICTh 1 PI3HY 1HPOPMATHBHICTD
MOJaJbHOCTEH, HEOOXIMHICTh iX y3rOMKEHHA Ta TMOOYIOBH CIHUIBHOI
CEMaHTUYHOI CTPYKTYpHU. Jl0 TaKMX BUKIMKIB HAJIEKATh: F€TEPOreHHICTh THUIIIB
JaHUX 1 CHIOCO0IB iXHBOTO KOJYBaHHS; ACHHXPOHHICTH a00 YacTKOBa
HEBIAMOBITHICTh MK MOJAJILHOCTAMH; 1H(pOpMaIiitHui 1ucOanaHc, KOJIM OJIHA
MOJAIBHICTh € 3HAYHO HACHYCHIIIO a00 NTyMHIIIOK 3a 1HIINY; BIACYTHICTh 200
HEIMOBHOTA JIAHMX; PI3HI YacoBl Ta MPOCTOPOBI MaclITaOM; a TaKOXK MOTpeda B
ONTUMAJIbHOMY BHOOpI PIiBHS Ta MeEXaHIi3My 3JUTTS o3Hak. Kpim Toro,
MYJIBTUMOJIIbHI MOJIE1 MOBUHHI 3a0€3MeUnUTH MOOYAOBY CHUIBHOTO MPOCTOPY
MpECTaBIICHb, Y SIKOMY B3a€MOIIOB’S13aH1 CUTHAJIM PI3HUX TUITIB MAOTh €JIUHY
TEOMETPII0 Ta MiAMOPSIAKOBYIOTHCS CIIIILHUM KpUTEpisiM moaibHocTi. Peamizariis
TaKOi CHCTEMH BHUMAra€ pETENbHOIO0 MNPOEKTYBAaHHS EHKOAEPIB, MEXaHI3MIB
&’10kHY, WMOBIPHICHHX MOJIeNIed CHUIBHOTO PO3MOALIY JaHHUX Ta METOIIB
onTUMI3aIlli, 3MaTHUX Y3TOAUTH BCl MOJIAILHOCTI B Me&XaX OJHIET apXITEKTYypH.
Tomy pami B po3auti OyJie pO3TJSSHYTO OCHOBHI TEXHIYHI 3aBIaHHS B
MYJIbTUMO/IAJIbHOMY HaBYaHHI JJIsI IIbOTO.

KitouoBUM TEXHIYHMM 3aBIaHHSM y MYJIbTUMOJAILHOMY HaBUaHHI €
BUOIp 1 MOOy0Ba apXiTEKTypH, 3/1aTHOT €()eKTUBHO 1HTETPYBATH JIaHi 3 Pi3HUX
MOJAJILHOCTEHN, BPaXOBYIOUH IXHIO PI3HOPITHICTB, PI3HY CTPYKTYpPY Ta PI3HUIMA
piBeHb 1H(popMalliiiHoi uibHOCTI. He3anexkHo Biag TOro, 4 MOEAHYIOTHCS
300paxeHHs Ta TekcT, RGB 1 depth nani, MoBHI Ta ayio curHamm — OUTBIIICTH
CyYaCHHUX CHCTEM JOTPUMYIOTHCS TPHUPIBHEBOI TMapaJrMu, sKa BHU3HAYa€
3arajbHy JIOTIKY KOHCTPYIOBAaHHS MO/ICJICH:

1) IlpencraBiaenns (Representation)
Ha nepomy erami HEOOX1THO MEPETBOPUTH JIaH1 KOKHOI MOJIAILHOCTI Y

KOMIAKTHUHM, 1H(POPMATUBHUI Ta CEMAaHTUYHO HACHYEHUU JIaTEHTHH
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mpoctip. lle 3mIMCHIOETBCA 3a JOMOMOTOI0 MOJATbHO-CTICTH(IIHIX
enkozepiB: CNN a6o Vision Transformers ais 300pakeHb, TEKCTOBHX
Tpancopmepis g npupogHoi MoBU, RNN/Transformer-apxiTexktyp nmst
ayaiocurHaiB, okpemux 3D- abo rpadoBUX €HKOJEPiB AJIsSI TPOCTOPOBUX
nanux (LiDAR, depth, IMU). 3aBmanHs nporo eramy — 30epertu
MaKCUMaJIbHO OaraTii 3MiCT KOYKHOT MOJIaJIbHOCTI, ajieé B Y3TOJKEHINA Ta
dbopmamnizoBaHiii hopmi (BEKTOpax, MOCIIJOBHOCTAX a00 TEH30paxX O3HAK).
2) 3autTa (Fusion)
Hpyruii eran BuU3HAYae, N1€ 1 SIKUM YWHOM BiIOyBaeTbCsA I1HTETparis
3aKO/IOBAHMX Tpe/icTaBlieHb. D 10)KH MOKe OyTH paHHIM, MPOMIXHUM ab0
MI3HIM; peai30ByBaTUCh Ye€pe3 KOHKATEHALlll0, TedTH, MEXaHI3MH yBarw,
KpOC-MOJaibH1 TpaHcpopMepu abo OararomoTokoBi cTpykrypu. lle
KPUTUYHUN MOMEHT, OCKUIbKM came TYT (hOpMY€TbCs 3AaTHICTh MOJENL
BCTAHOBJIIOBATH BIAMOBITHOCTI MK MOJAJIbHOCTSMH, KOMOIHYBAaTH iXHIO
KOMITJIEMEHTAPHICTh Ta MPUTHIYYBATH IIIyM a00 HEepeIeBaHTHI PparMeHTH.
Bix BuOOpy cxeMu 3IMTTA 3aJI€KUTh OanaHc MK OOYHCIIIOBAIbHOIO
BapTICTIO, IHTEPIPETOBAHICTIO Ta MOTY>KHICTIO MOJIEIII.
3) BupiBHoBanHs (Alignment)

Tperiii KOMIOHEHT MOJSIrae y KOHCTPYIOBaHHI CHIIBHOTO MPOCTOPY
BOynoByBanHs (shared embedding space), ne eneMeHTH pI3HUX
MOJAQJIBHOCTEH, 1110 OMUCYIOTh OJIMH 1 TOW caMui 00’ €KT, pO3TalllOBYIOTHCS
OMM3bKO OOUH 10 ofHoro. llel MexaHI3M KPUTHYHUN JUIS TOLIYKY
BIIMIOBITHOCTEH, KPOCMOJAIBHOTO BiIOOpakeHHs, zero-shot 3amau i
MoOy/I0BH YHIBEPCAIbHUX MYJIbTUMOJAIBHUX Mojeneld. Ha mnpaxTuii
BUPIBHIOBAHHS JIOCSITAETHCSI 4Yepe3 CreliaabHl OmTUMIi3amiiHl (QyHKITT
(contrastive loss, triplet loss, InfoNCE), perynsipuzaiiito y3roxeHocTi abo
CUMETPUYHE HaBYaHHS €HKOJiepiB. BoHO 3a0e3mneuye Mojenb 31aTHICTIO
«po3yMiT», mo TekcTtoBui omuc, RGB-300paxenns ta depth-mama

MOXKYTh OYTH PI3HUMU MPOEKIIISIMU OJHIET CIIEHH.
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2.1 IlpenacraBaenns (Representation)

2.1.1 ®opmadgizamis MoAAJbHOCTEH SIK BHUINAAKOBHX BeJIUYHUH TAa

NMPOCTOPIB O3HAK.

VY MyJIbTUMOJAIBHUX CHCTEMaX KOXXKHAa MOJAJBHICTh PO3TISIAETHCS SIK
BUIIAJIKOBA BEJIMYMHA, BU3HAYCHA HA CBOEMY BHUMIPIOBAIILHOMY MPOCTOpI Ta
NOpPOJPKYyIoUa BJIACHUK MpoOCTip oO3HakK. Taka d¢opmamizamis J03BOJISIE
MaTeMaTHIHO OIKCATH, SIK PI3HOPIIHI CUTHAIN — 300paKeHHsI, TEKCT, TIMOMHA,
1H(padyepBOHI JIaHl YU ay/110 — MOKYTh OyTH y3roJKEH1 MK COO0I0 Y CILIBbHIN
mozeni. Hexail X;— monanbHicTh i-ro tumy (Hanpukial, RGB-300paxenHs),
TOAl X;— 1€ BUMAJKOBA BETUYMHA 31 3HAUCHHSIMHU y MPOCTOpl X;, SIKUA MOXKE
Oyt  OaraTOBUMIpHUM  (OPOCTIp  TEH30pIB  MIKCENIB), JUCKPETHUM
(MOCHIAOBHOCTI TOKEHIB), abo HenmepepBHUM (IHTEHCHUBHOCTI TIITMOMHHHUX
ceHcopip). @opmanpHO cucTema mparlroe 3 posnoxiaioMm p(Xy, X5, ..., Xy,), MO
OIMKCYE CIIBHY CTATUCTUKY MOAAIIBHOCTEH Ta iXHIO KOpesisiito. JlokiaaHilie 1o
KOHIEMI[II0 ONHUCAaHO B CYYaCHUX poOOTax MpO Y3rOMKEHHS Mpe/ICTaBJICHb
MYJIETUMOIAJIbHUX cUcTeM [32].

ITepexim Big «CHUpHX» MOJAIBHOCTEH 10 O3HAK 3HIMCHIOETBCSA 3a

JOTIOMOTO10 BIJOOpaKeHHS

fi:xi —)Zi, (21)

ne Z; — MPOCTIp JJATEHTHUX O3HaK, XapaKTePHUM JJIsl KOYKHOI MOJAIBHOCTI.

Hanpuknan, st 300pakeHb f;9acTO 3a7a€ThCsl 3TOPTKOBOID MEPEKEHO

(ResNet, EfficientNet), a qis tekcty — Tpanchopmepom (BERT, RoBERTa).

Takum YNHOM, KOXHa MO,Z[aJILHiCTB Ma€ BJIACHC CTAaTUCTUYHC ITPCACTABJICHHA,



47

aJie IX MOKHa 3BECTH JI0 y3TOPKEHUX JIATEHTHUX MPOCTOPIB. [11es1 mosiArae B Tomy,
o xou mpoctopu X;GyHIaMEHTAIBHO Pi3HI, TPOCTOPHU Z;BKE MOXKYTh MaTH
MOPIBHIOBaHY TOMOJIOT10 200 HaBITh OyTH BKJIAACHI y CIUIbHUHN mpocTip Z. Came
Tak Tmpamre OupmicTh Mojaened tumy CLIP, ne 300pakeHHS Ta TEKCT
NPOEKTYIOTBCS Y CHIUIBHUI BEKTOPHUN MPOCTip, 1 MOAIOHICTD MK HUMH
BHUMIPIOETHCS 3a JIONIOMOT0I0 KOCHHYCHOT Mipu [33].

BaxxnuBuM MareMaTMYHUM acCleKTOM € OIHC CIHUIbHOT JIATEHTHOI
cTpykTypu. Hexalt ¢p— QyHKIlS y3roJPKeHHS, siKa TIEPETBOPIOE Z;y €IUHUM

MIPOCTIP O3HaK:
¢i(z;) € Z, (2.2)

Ie BXe Z — CHUIbHMA IIpPOCTIp, y SKOMY MOAQJIBHOCTI MOXKYTh
B3aEMO/IIATH.

k1o npenctaBiaeHHsT A00pe Y3rOKeH1, TO BEKTOPU B3a€MOIOB’ I3aHUX
JnaHuX (Hampukiaa, TekeT «a dogy» Ta 300pakeHHs! COOAKH ) JIEKATUMYTh OJIM3BKO
oJIMH 70 oaHOTO B Z. Lle mo3Boiise hhopmMaibHO 3pIBHIOBATH MOAAIBHOCTI Uepes
merpuku  Binctameit:  d(¢1(z), P, (z;)) . opmanizanis  MopanbHOCTEH Y
BUTJISIII  BUTMAJKOBUX  BEIMYMH TAaKOX J1a€  MOXJIMBICTH  OMHCYBAaTH
B32€MO3aJIEKHOCTI MK HUMHU Yepe3 YMOBHI po3noiian. Hampuknaa, konu onHa
MOJIAJILHICTB CIIYTy€ KOHTEKCTOM JUIst IHIIOL: P (Ximage | Xtext), 10 MA€ KIKOYOBE
3HAYCHHs s Mojedei renepaii (sk y DALL-E uun Stable Diffusion) abo mis
MOJIesIeH 3 MU TaHHI-BIIMOBI/I1, 1€ TEKCT BU3HAYAE, IKY YACTUHY 300paKE€HHS CJIi]1
oopooutr [34]. Kpim Toro, Taka Qopmamszaiis JO3BOJISE  BBOJUTH
NPUITYIIEHHS II0JI0 HE3aJeKHOCTI a00 KOMIUJIEMEHTAPHOCTI MOJAJIbHOCTEM,
ouminioBatk eHTpomito H(X;), B3aemny inpopmaumiro I(X;;X;), Ta inHumi
CTATUCTUYHI XapaKTEPUCTHKH, SIKI BU3HAYAIOTh KOPHUCTH a00 3alBICTh MEBHUX
MojAalibHOCTEN y cuctemi. Bucoka B3aeMHa i1H(oOpMalis MK MOJATbHOCTSIMHU

O3Hauae, 10 MOJEJII JIETIIE Y3rOJUTH 1X y CIIIbHUM JTaTEHTHUN MPOCTIp, TOJI 5K
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HU3bKa — 110 BOHM HAJAIOTh YHIKaJIbHY, KOMIUIEMEHTApHY 1HGOpMaIlito, SKy
MOTPIOHO 1HTErpyBATH 1HIIMM YMHOM. [{1 KOHIIEMIIiT aKTHBHO BUKOPUCTOBYIOTHCS
y CY4acHHX po0OOTax 31 CTATUCTHYHOTO MYJIbTHMOJAIBHOTO HaBYaHHS [35].
[TincymoByrOYM, MyJIbTUMO/IAJIbHI JIaH1 ONTUCYIOTHCS SIK HaOIp BUITAIKOBUX
BEJIMYMH 13 BIIACHUMHU TMPOCTOpPAMU O3HAK, $KI (HOPMYIOTh JIATCHTHI
npeCcTaBiICHHS 4epe3 (yHKIII MepeTBOPEHHs. Y3TOKEHHS LHUX TMPOCTOPIB
JIO3BOJIIE MOJIEJl IHTETPyBaTU PI3HI MOJAIBHOCTI y CIHUIBHMM CEMaHTHUYHHM
npocTip, 1O € (QyHAAMEHTAIBHOK  OCHOBOIO  OUIBIIOCTI  Cy4YaCHHX

MYJIBTUMOJIATTBHUX aPXITEKTYP.

2.1.2 Mmosipuicui Moaei cniibHOro posmoainy p(xy, Xz, ..., X,,).

JMOBipHiCHE MOJCIIOBAaHHS MYJIbTUMOMAIBHUX JAHHX IPYHTYEThCS HA
OPUMYILIEHH], [0 BCl MOJAJIBHOCTI MOB’S3aHlI CHUIBHOIO MPUXOBAHOIO
CTPYKTYpOIO, SiIKa BH3HAYa€ CHIUIBHUA po3noain p(xq, Xy, ..., %X,). KoxHa
MOJAJIbHICTh PO3IJISIAETHCS SIK BHUMAJKOBA BEJIUYMHA, a B3a€EMO3B’SI3KH MIXK
MOJAJIBHOCTSIMA BU3HAYAIOTHCS TUM, SIK 1H(GOpMAILs MOUIUPIOETHCS Yepes3 Liei
CriibHUM po3noaia. Ha mpakTuili 1ie o3Hayae, Mo MOJICIh MOBUHHA BMITH SIK
OMUCYBAaTU CTATUCTUYHY 3QJICKHICTh MK MOJATBLHOCTSMHM, TakK 1 MpallOBaTH 3
YMOBHHMHM PO3NOILIAMY, HANPUKIAA P(Ximage | Xtext), MO JEKUTH B OCHOBI
3a/lay TeHepallli, KpOCMOJIAJbHOTO MOIIYKYy a00 PEeKOHCTPYKIlI MPOIyIIEHUX
MomanbHOCTed. [lomiOHMI MiaXiag JOKJIATHO PO3TISIAEThCS B JITEpaTypl 3i
CTaTUCTHYHOTO MYJIbTUMOIAIBHOTO HaBYaHHs [36].

CriibHAIA PO3MOJIIT YacTO 3aJAEThCS Yepe3 MPUXOBAHI JTATEHTHI 3MIHHI.

3HOBY X TaKu Z— NPUXOBaHUM (HAKTOP, IKUI FeHEPYE BC1 MOAAIBHOCTI:

p(xl;xz; "'an'Z) = p(Z) l_lp (xi | Z): (23)
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Ie  Z— JIaTeHTHa 3MiHHA, 110 KOJIy€ CIUTbHY 1H(POpMAIIiI0, MPUTAMaHHY BCIM
MOJIAJIEHOCTSIM;

p(z)— anpiopHuit po3MOiI IATEHTHOTO MPOCTOPY (4aCTO — HOPMATbHUMN
N (0, D);

p(x; | z)— reHepaTUBHI PO3MOIITU [JII KOXXHOI MOJAIBHOCTI, IO

OIIMCYIOTh, JAK MO,ZIEUILHiCTB X;BUHHKACE 3 JIATCHTHOT'O IIPCACTAaBJICHHA.

VY mpoMy BUTNIAAKY MYJIbTHMOJAbHA CHCTEMa HAMAara€ThCsl 3HAWTH TaKe
JaTeHTHE TPENCTaBICHHS Z, SKE€ TMOSCHIOE Bapialii yciX MOJaJbHOCTEH
onHovacHo. Llel miaxig BUKOPUCTOBYIOTH BaplaliiiHl aBTOEHKOJEPH JIs
MYJIBTUMOJIATIBHUX JIaHUX, J€ ONTHUMI3allis 31HCHIOETHCS Yepe3 MaKCHUMI3aIliio
eBifancy HmwkHbO1 Mexi (ELBO) [37].

VY cucremax 3 ABOMa MOJAJIbHOCTSIMHU (HANPUKIA, TEKCT—300pa’KEHHS)
ocoOMBY poJib Bifirpae B3aemHa iHdopmaris [(X;;X,), ska BuU3HaAYae,
HACKIJTbKM CHJIBHO MOJQJIBHOCTI KOPEIIOTh MDK c000r0. SAKIO B3aeMHa
1H(opMallis BUCOKA, TO MOJIENb JieTie Oyaye CiIbHUN MPOCTIP O3HAK, 1 6arato
CyYyaCHHX METOJIIB OINTHUMI3alli, 30KpeMa KOHTPACTHBHE HaBYaHHS, MPSIMO
HallJeHl Ha 30UIblIeHHS 1€l 1H(GopMaliiiHOi 3B’sA3HOCTI. Y poborax 3
npencrasieHnssMu CLIP ta ALIGN s igest peanizoBaHa yepe3 MakCHMI3aIliio
MOAIOHOCT1 MK ITPAaBUJIBHUMU TIapaMU Ta MiHIMI3aIl1F0 MK BUTIaKOBUMHU.

Onuc CchipHOrO PO3MOJUTY TaKOX JIO3BOJISIE MPAIlOBATH 3 HETMIOBHUMU
MYJIBTUMOJIAJTBHUMU JTAHWMH, 1110 YaCTO TPAIUIIETHCS y PEAUTbHUX CHCTEMaX, JIe
JesaKl MOJAIBHOCTI MOXYTh OyTu BiACYTHI. CHiJbHa MOJCIb JI03BOJISIE
BUKOPUCTOBYBATH aIlPOKCHUMAIIII0 YMOBHOTO PO3MOJITY JJisi BiAHOBJICHHS

HpOHYH_IeHI/IX JAHUX:
p(xi|x;)=[p(x|2z)p(z|x)dz (2.4)

ne X; — CIIOCTEPEeKyBaHA MOJAIbHICTh
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Xj — LLIbOBA BIACYTHS MOJAJIbHICTB;
Z — NaTeHTHA 3MiHHA, CIIBHHUIA MPUXOBAHUH MPOCTiIp MOJATBHOCTEH;
p(x; | Z) — renepaTUBHUI PO3MOALT MOJAIBHOCTI Xj;

p(z | x;) — amocTepiopHHIA PO3ITOJIIIT;

[ dz — inTerpyBanHs 1o BChOMy JaTEHTHOMY HPOCTOPY;

Tak peanizyloTh MoOAeJi «KPOCMOAAJIBLHOI PEKOHCTPYKIiD», /1€ OJHA
MOJAJIbHICTh BUKOPUCTOBYETHLCS SISl BITHOBJICHHS 200 IIPOrHO3YBaHHS 1HIIOT —
HaIPUKJIa], TeHeparlist 300pakeHHsI 3 TEKCTy a0o omiaka rmounu 3 RGB-ciienn
[38].

Y cydacHuX TpaHCOPMEpPHHUX  CHUCTEMax CHUIBHUH  PO3MOJLI
MOJIAJIBHOCTEN 3a/IA€ThCA HESIBHO 4eEpe3 MEXaHI3M attention, SKHH MOJEIIOE
YMOBHI 3aJIS)KHOCTI MK €JIEMEHTaMH PI3HUX MOJAIBHOCTEH. Y TaKuX MOJECIISX,
ak LXMERT, myaesTuMopanbHuil attention (akTUYHO anmpoKCUMY€ YMOBHI
PO3IOIIIN Yepe3 MaTPHIll yBard, Jie Cuja B3aEMOJIl MK €JIEeMEHTaMU Pi3HHUX
MOTOKIB IHTEPIPETYEThCS K OIIHKA TXHBOT HMOBIpHICHOT 3asiexHOCTI [39)].

Okpemuil HanmpsMOK — 1€ MOJeJI, SIKi 0e3MOoCepeIHbO OIIHIOIOThH
CHiJIbHUI po3moAij 0e3 JIATCHTHUX 3MIHHUX, HAIIPHUKJIIAJ SHEePreTUYH1 MOJICITI.
BoHu BU3HAYalOTh y3roKEHICTh MOJAJILHOCTEN Yepe3 eHepreTUUHy (DyHKIIII0
JIe HUXK4Ya CHepris BUIMOBINA€ OIIBII PEANICTUYHUM a00 CTaTUCTUYHO
y3ropkeHuM KoHpiryparisiMm MoaaibHOCTeW. EHepreTuyHi migXoad aKTHBHO

BUKOPUCTOBYIOTBCS Y 3a71adaX KPOCMOIAIBLHOTO Y3To/DKeHHs Ta rerepartii [40].

2.2 3aurTa (Fusion)

MynbTuMoaIbHUN ()’ I0XKH J03BOJIAE 1HTErpyBaTh 1H(OPMAITIO 3 PI3HUX

JOKEpen — BI3yaJIbHUX, TJIMOWHHMX, MOBHHUX, ayai0o, CEHCOPHHMX TOIIO —

CTBOpIOIOYM  Olnbmn  iHGOpMAaTHBHE Ta  CTaOlIbHE  TPEACTABJICHHS.
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CunepreTndyHnii €eKT TOJATAaE B TOMY, IO HEIONIKA OJHIET MOIAIBHOCTI
KOMIICHCYIOTbCSI CHJIBHUMH ~CTOPOHAMH 1HIIOI, (OpPMYIOUHM  Y3TOMKECHHIA
JAaTEHTHUH TPOCTIp 13 KpamuM{U CTAaTUCTHYHUMH Ta CEMAaHTHYHUMH
BJIACTUBOCTSIMHU.

[Tonpu oueBHHI TEepeBaru, iCHy€e KiIbKa MPUHIMIIOBO PI3HUX CTpaTerii
iHTerpamii MomanpHOcTed: panuii (early fusion), mizmiii (late fusion),
npoMixkaui/Tiopuauuii (mid-level a6o hybrid fusion) ta mozeni Ha ocHOBI
attention-opieHroBaHoro y3romkeHHs. KokeH Kiac MeETOIIB Ma€ BJAcHI
nepeBarv, OOMEXEHHS Ta XapaKTepHI BUIMAJKH 3aCTOCYBaHHS, IO MOTpelye
rOokoi aHamiTuku. CucTeMaTU3allis HUX MIAXOIIB BaXKIMBA JIJIi KOPEKTHOTO
BUOOpPY apXITEKTYpH MYJbTHUMOJAIBHOI CHCTEMH y HAYKOBHX 1 MPHUKIATHUX
3ajladyax, J€ HEOOXIIHO BpaxOBYyBaTH CTPYKTypy JaHUX, BHUMOTH [0
IPOYKTUBHOCTI, OOYUCITIOBANIbHI PECYPCHU Ta OYIKYBAaHY TOYHICTb.

Y cydacHHX MAOCHIDKEHHSX OCOOJMBO IMOMITHUM CTPIMKHA pPO3BUTOK
TpaHC(POPMEPHUX  MYJIBTUMOJAIBRHUX  MOJEICH, y  SKUX  IHTerparis
MOJIaTbHOCTEM B1AOYBAETHCS HE YEpe3 CTATUUHI omnepallii (SIK-0T KOHKaTeHaIlis),
a 3a paxyHOK JUHAMIYHHAX MeXaHi3MiB cross-attention, co-attention Ta contextual
alignment. Apxitektypu Ha kmtant ViLT, CLIP, Flamingo, BLIP-2, a takox
Benukl wmyhbtumonanbHi Mmozaeni GPT, Gemini, Claude mnoka3yroTh, 110
OararopiBHeBUl attention-(’10KH J03BOJISIE MOJeil (OpMyBaTH CITUIBHHIMA
KOHTEKCT MK MOJAIbHOCTSIMH, BHUPIBHIOBAaTH iX Y €IMHOMY CEMaHTHUYHOMY
IPOCTOP1 Ta MIATPUMYBATH Y3TO/IKEHI BUCHOBKH MK 30pOBUMH Ta TEKCTOBUMHU
koMrioHeHTaMu. Came TpaHchopMepr 3YMOBWIIM MEPEXiA BiJ CTATUYHOTO
¢’ 10KHY 10 KOHTEKCTHO1, aJallTUBHOT Ta MacIITabOBaHO1 1HTErpallli JaHuX.

KnacuuHi cxemMu MyJIbTUMOAANBHOTO (P’IOKHY — paHHIM Ta Mi3HIM —
aKTUBHO OIMCAaH1 B JiTEepaTypi, 0COOJMBO Yy poOOTax i3 KOMII IOTEPHOTO 30Dy,
ayJlioaHaii3y Ta MyJbTHUMOJAIbHOI poOOoTOTeXHIKU. PanHI ¢’roxH 100pe
MpaIfioe B 3a/1a4ax, € MOJAIBHOCTI CTPYKTYPHO y3rojpkeHi (Hampukian, RGB ta
depth, cuHxpoHi30BaH1 3 OJHIET KaMmepH), TOJI SK Mi3HIN (P’rokH 3a0e3nedye

OUTbIIYy MOJYJBHICTh, ajleé MOXE MPHU3BOAUTU [0 BTPATH MIKMOAAIBHUX
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3anexxHocter. [lapanensHo po3BUBAIOTHCS MPOMIXKHI Ta T1IOPUAHI MAXOMH, 5K
MOETHYIOTh KUIbKa PIBHIB iHTerpartii, GopMyrun CKJIaJHI, 1€papXidHi cTpaTerii
OaraTopiBHEBOTO ¢’ 10kHY. POOOTH OCTaHHIX POKIB AEMOHCTPYIOTH, 1110 €IUHOTO
YHIBEPCAJIHLHOTO PIIICHHS HE ICHY€E — ONTUMAaJIbHA CTPATET1s 3aJICKUTh B1Jl TUITY
3aa4i, MPUPOAN MOAAIBHOCTEH, MacITady JaHUX Ta BUMOT JI0 4acy 0OpoOKH

[41].

2.2.1 Pauniii ¢’1o:xu (Early Fusion)
Early fusion nepenbavae iHTerpaiiro MOJaJIbHOCTEH HA PIBHI CUPUX JTaHUX
ab0 Hu3bKOpiBHEBUX ¢iyu. Hanpukan:
« KoHKaTeHallisg kaHaiiB: RGB + D 4-kananbHe 300pakeHHs,
e 00’€IHAaHHS TOYKOBUX XMap 13 IHTEHCHUBHICTIO, KOJILOPOM YU HOPMAJISIMU,
e CHUHXPOHI30BaHE MMOJAHHSA ay/10 Ta CIIEKTPOTPaM,
o (hopMyBaHHS CIUJILHOTO CEHCOPHOTO TTPOCTOPY.
Takuii miAXi CTBOPIOE €IWHE JATCHTHE NPEICTABIICHHS, SIKE O00pOOJISETHCS
OJIHI€I0 HEMPOHHOIO Mepexkero. [le mo3Bose:
o 30eperTu MakCUMaJIbHUN 00CST Kpoc-MOalibHO1 1H(pOopMallii,
e HABYATH MEPIII IAPH MOJICI BUSIBISATH CKJIaJIHI MIXKKaHAJIbHI 3aJICKHOCTI,
e CTBOPHUTH MOJIENb, siKa "0aunTh" AaHI L1JIICHO, @ HE OKPEMUMH ITOTOKAMHU.
OcCHOBHI IEpeBaru:
e MaKCUMaJbHE 30€pEeKCHHS KOPEJAIIA MIXK MOTAIBHOCTSIMU;
e BHCOKHMH MOTEHITIAT JUIS 3a/1a4 JIOKaTi3allii Ta JeTEeKIIii;
o TpupojHe (OPMYyBaHHS CHUILHOTO MPOCTOPY O3HAK HA paHHIX eTamnax.
Henomiku:
e BHCOKI BUMOTH JI0 TOYHOI CHHXpPOHI3alli, KaJiOpyBaHHs Ta HOpMaJi3ailii
MOJIAJILHOCTEM;
e YYTIHUBICTH JO IIYMY, aJpKe MOMWJIKA B OJHIM MOJAJIBHOCTI BIUIMBAE Ha
CIJIbHE MPEICTABICHHS;
o pHU3UK “JAOMIHYBaHHS OJHI€E] MOJAJIBHOCTI, SKIIO BOHA CTATUCTUYHO

CWJIBHIIIIA.
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Panniii ’roxH HaliyacTilie BHUKOPHUCTOBYETHCS B 3ajadax, J€ MOJAIbHOCTI
CTpyKTypHO y3romkeHi B mpoctopi (RGB-D, LiDAR + kamepn,

MYJIBTUCHIEKTPAIbHI 300paKeHHS).

2.2.2 Ili3niit ¢p’ro:xu (L ate Fusion)
Late fusion inTerpye maHi st BUCOKOPIBHEBHX pIllIEHh OKPEMHX
OJIHOMOJAJIbHUX MOJieNiel. 3a3Buyai 11e:
e yCEpeIHEHHs UMOBIPHOCTEH,
e BaroBe arperyBaHHS,
 Voting-merou,
o MeTakacu(piKaTop MOBEPX MOJIAJILHUX MPOTHO3IB.
IlepeBaru:
e MOJYJIbHICTh CUCTEMH, 1110 JI03BOJISIE HE3AIEKHO TPEHYBATH 1 3aMIHIOBATH
MOJaJIbH1 MOJIENI;
e MOJKIJIMBICTH MPOCTOTO MAacIITaOyBaHHSI — JIOJaBaHHSI HOBOI MOJAIBHOCTI
HE 3MIHIOE ICHYIOUY apXiTeKTypy;
e 3pyuHa iHTerpaiis pre-trained Mopeneit 0e3 moTpedu ix IMOOKOT
MoudIKaITii.
Henomiku:
e MOJEJb HE 0aYUTh CIUIBHUI MPOCTIP 03HAK — MIXKMOJIaJIbH1 3aJI€KHOCTI
BTPAYarOThHCS;
o ciiabka eQeKTUBHICTh Yy 3ajJadax, J€ BaXJIMBE TOYHE B3aEMHE
BUPIBHIOBAHHS (HANIPUKJIIA, TETEKIIs APIOHUX 00’ EKTIB).
Late fusion mepeBa)xHO 3aCTOCOBYETHCS Y PI3HOPITHUX, HECTPYKTYPOBAaHUX a00

ACMHXPOHHUX JaHHX, a4 TAKOXX TaM, A€ BAXKIINBA HaﬂiﬁHiCTB OKpEMHX MO,Z[y.TIiB.

2.2.3 I'iopuauuii Ta npomiskamii ¢’rxku (Hybrid / Mid-Level Fusion)
['OpuaHI METOAM BUKOHYIOTH IHTETPallilo Ha KIJIbKOX PIBHSAX — HU3BKOMY,

CEpEeIHbOMY Ta BUCOKOMY:



00’enHanHs ¢iy-mamniB Ha eBHUX mapax CNN,
1HTerpalis MoeTarmHo Ha pI3HUX MacliTadax,
CHIbHE HAaBYaHHS JJATCHTHUX BEKTOPIB Ta MI3HE arperyBaHHs MPOTHO3IB,

OaratopiBHEBa IHTerpallis B TpaHchopmepax.

e migxin gae:

0aaHC MK TOYHICTIO PAHHBOTO ()’ 10KHY Ta THYUYKICTIO Mi3HBOTO;
3MaTHICTb MOJIEJl BHUSBJIATH CKJIAIHI KOpEJNAIii, HE BTpadyarouu
MOJYJIbHOCTI;

MOJKJIMBICTH TOHKOI'O HaJIallITyBaHHA B33€M0ﬂﬁ MOI[aJ'IBHOCTef/'I.

OpHaxk riOpuIHI CUCTEMU:

CKJIAJIHIII B ONITHUMI3aIlii,
MOTPEOYIOTH O1IbIIE TTaM’ATI i 00OYHCIICHB,
MOXYThb OyTH UYYyTJIMBUMH JIO HEPIBHOMIPHOI  1H(OPMATHBHOCTI

MOJAJIEHOCTEMN.

2.2.4 Attention-opienToBanmii ¢»’10:KH Ta TpaHcHOpPMEPHi MeTOTH

Attention-¢’1oH iHTErpy€e aHi aJanTHBHO: MOJICIh CaMa BU3HAYAE, KOJIU

1 SIKy MOJAJbHICTh BUKOPUCTOBYBATH, MIJICUIIOIOYM PEJIEBAHTHI O3HAKH Ta

NPUTIYIIYI0Ur ITyMOB1. OCHOBOIO € MEXaHI3MH:

cross-attention,

co-attention,

multi-head fusion,

contextual alignment,
token-level multimodal binding.

IlepeBaru:

3JIaTHICTh MOJCIIOBATH CKJIaIHI, KOHTEKCTHO 3aJICKHI KOPEIIAIIIi;
MacmTabyBaHHS Ha BEJIMKI MOJAJIbHI TPOCTOpHU (THCSYl TOKEHIB 1
300paxeHb);

aBTOMATHYHE BUPIBHIOBAHHS MPOCTOPY O3HAK O€3 JKOPCTKOI MPUB’A3KHU 10

reOMETpii;
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« state-of-the-art pe3ynpTaté y Bi3yaJIbHO-MOBHHX MOJIENISIX, reasoning Ta

3D-ananisi.
Henomiku:

o JIy’K€ BeJIMKa O0YMCIIIOBaIbHA BAPTICTh,

o TOTpeba y BEJMKHX JaTacerax,

e CKJIAJIHICTPh IHTEPIIPETAIlil MI)KMOJAILHUX 3aJICKHOCTEH.
Attention-¢’roxu craB crangaptoM y LLM 3 Bi3yalbHUMH MOXJIMBOCTSIMH,
MYJIbTHMOIAJIBHUX areHTIB Ta CYYaCHUX MOJIeNIel po3yMiHHs crieHu [42].

OTxe, 37TUTTS MOJAJIBHOCTEH O3BOJISIE 1HTErPYBAaTH PI3HI JpKepesa
1H(DOopMaIii a1 JOCITHEHHS TOYHIMINX pe3yibTaTiB. KoxkHa cTpaTeris 3MuTTs —
paHHs, Mi3HA, TiOpuaHa Ta attention-opieHTOBaHAa — Mae€ CBOi MepeBaru Ta
oOMexeHHs. Pannili @’roxH 30epirae Kopendiii, aje BUMara€ TOYHOI
CUHXPOHI3allli, M3HIA — OUIbIIY THYYKICTb, aJI€ MOXKE BTPAYaTH MIKXMOJAIbHI
3B’si3kU. ['10pUHI MiAXOIU MOEAHYIOTH INepeBarn 000X METO[IB, a attention-
¢&’1okH 3a0e3nedye ajganTuBHE 3MUTTS. Bubip crparerii 3aiexuTh Bia 3aaavi,

TUITY JaHUX 1 BUMOT J10 €(pEKTUBHOCTI.

2.3 BupiBHoBanusi MogajbHocteii (Alignment)

@dyHIaMEHT MyJbTUMOJAJIBHOIO HAaBYaHHSA TIOJSTae 'y CTBOPEHHI
CHIIBHOTO 200 Y3rO/UKEHOIO IMPOCTOPY MPEJCTaBI€Hb, Y SKOMY pi3HI
MOJIaJIbHOCTI (HAMpHKIad, TEKCT 1 300pa’keHHs) MOXKYTh OyTH CITIBCTaBJIEHI,
nopiBHSHI a00 iHTerpoBaHi. [[JIs1 1BOTO 3aCTOCOBYIOTHCS JIBI KIIFOUOBI TPYTH
MaTEMaTUYHUX THCTPYMEHTIB: METPHUKH MOAIOHOCTI, 1110 BU3HAYAIOTh CTYIIHb
OJMM3BKOCTI MK BEKTOpaMHU TMPEACTaBJICHb, Ta oNTUMi3auiiiHi QyHkumii, ski
COpPSAMOBYIOTH MOJETh Ha (QOPMYBaHHS CTPYKTypOBAaHOTO, Y3TOJKEHOTO
JaTeHTHOTo mpoctopy. Lli ABa acmekTu 3aBXKAU TPAIIOITh Pa3oM: METPUKU
BH3HAYAIOTh, 110 03HAYA€E «OyTH CXOKUMUY, a PYHKIIIT BTpAT — SIK cCaMe MOJIEIb

TTOBMHHA HAaBYATHCS TaKOI CXOXKOCTI.
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Opniero 3 0a30BHX METPHUK € KOCHHYCHA MOAiOHicTHL (COSine similarity),
sKa BUMIPIOE KYT MK BEKTOpaMH B OaraTOBUMIpPHOMY IIPOCTOpI, IO pOOUTH ii
0CcO00IMBO €(PEKTUBHOIO JJIs MOPIBHIHHS MPEACTABICHb Pi3HUX JKepen. Taxkuit
HiJXiT € OCHOBOIO BEJHMKOI KITBKOCTI Cy4acHHX MYJIBTUMOJAIBHUX MOJCIEH,
3okpema CLIP, ne xocmHycHa momiOHICTh BH3HAYA€ BIAMOBIMHICTh TEKCTY M
300pakKeHHsI y CIUIBHOMY TIpocTopi o3Hak [43].

[Topsan i3 MM MIMPOKO BHKOPHCTOBYETHCS AUBEPreHTHicTh Kyinoaka—

Jleiidoepa (KL-divergence), ska ciayrye Mipol  BiAMIHHOCTI — MiX
WMOBIPHICHUMU  pO3MOJUIAaMU. Y  MYJIbTUMOJAQJIBHMX  MOJENAX  BOHA
3aCTOCOBYETHCS /ISl Y3TOPKEHHS JATEHTHUX MPOCTOPIB PI3HUX MOJAIBHOCTEH,
oco0nuBo B apxitektypax VAE, ne HeoOXiiHO 3a0€3MeYuTd CHUIBHICTh
CTaTHUCTUYHMX BJIACTUBOCTEH Y MPUXOBAHUX 3MiHHUX.
MeTpudHi TOHATTS JONOBHIOKOTHCA ONTHUMIZALIMHUMHU  (QYHKUIAMH, 5Kl
BHU3HAUYAIOTh MEXaHI3M HaBYaHHSA Y3TOKEHUX TpeAcTaBieHb. OgHUM 13
KJIIOYOBUX TiAxomiB € contrastive learning, meTor sIKOro € 30IMKCHHS
TMO3UTUBHUX KPOCMOJAJIBHHX AP Ta BiAINTOBXYBAaHHS HEraTUBHUX. Moro
cyuacHi popmyntoBanus (Hanpukiaj, InfoNCE) BimirpatoTs eHTpadbHy pOib Y
tpenyBaHHi moxeneir CLIP, ALIGN Ta iHmmx cucteM BUPIBHIOBAHHS TEKCT—
300paxeHHs [44].

BaxumBuMm iHCTpyMeHTOM Takox € triplet-loss, skuii Bumarae, o0
npeCTaBIeHHS «anchor Oyo GImKYUM 10 TPaBUIIBLHOTO «POSitivey npukiany,
HDK 10 «negative», 3 meBHUM BiacTynoM (margin). V MylIbTHMOIATBHUAX
CIIEHapisiX 1€ J03BOJisie OyayBaTH 4YITKI BIJICTaHI MK CEMaHTUYHUMHU Ta
HECEMAaHTHUYHUMH TapamHu, M0 3MIIHIOE CTPYKTYpPOBAHICTh MYJIbTUMOJAITEHOTO
npocrtopy [45].

[Ile ogHUM MIIXOJ0M € BUKOPUCTAHHS KPOC-€HTPOMIMHOI QYHKIT BTpaT
M) MOJATBHOCTSIMH, SIKa BUKOPHUCTOBYETHCS B 3aJa4ax, JIe OJHAa MOJAIbHICTh
nepeadavae iHmry (HampuKiIag, TEKCT — KaTeropis 300paxkenHs). Bona no3sossie
ONTUMI3yBaTH MOJEIb Yy HampsAMKY KPOCMOJAIBHOTO TependadeHHs,

3a0e3Mevyoun y3roKeHHs yepes KiacudikaiiiHi CTPyKTYpH.
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He wmenm BaxmuBumMu € nupuHnoumg alignment/uniformity, sxi Oymum
3alpONOHOBAHI B CydYacHId  Teopli ~ KOHTPACTHMBHOTO  HaBYaHHS.
Alignment e yacthHa A€ €lEMEHTH PI3HUX MOJAILHOCTEH TOBHHHI OyTH
omu3pkumu. Uniformity me sae Bcl NOpeACTaBICHHS MailOTh PIBHOMIPHO
3allOBHIOBATU MPOCTIP, 00 YHUKHYTH KOJATCy MOJemi. Y MyJIbTHMOJAIbHUX
cUCTeMax Il JBI BHMOTH OalaHCYIOTBhCS: MOJCIbh OJHOYACHO HABUYAETHCS
30JMKyBaTH KOPEKTHI Iapyd Ta IIATPUMYBATH PO3IMOAIICHICTh O3HAaK Ha
riobanbHOMY piBHI. Lle popmye 100pe CTpyKTypoBaHUM, CEMaHTUYHO 3HAYY U
MPOCTIp MPE/ICTABIICHb.

Takum YyMHOM, METPHKH MOJ1IOHOCTI Ta ONTUMI3allliH1 PYHKIIIT CTAHOBIIATH
€IVMHMM MaTeMaTHUYHUN KapKac, sKUWA BHU3HAYae, SK MYyJIbTUMOJAIBHI
MPE/ICTABIICHHS] B3a€MOJIIIOTh, Y3TO/UKYIOThCS Ta HaOyBalOTh CEMaHTUYHOTO
3HaueHHA. MeTpuku (opmani3yloTh MOHATTA ONM3BKOCTI, a (YHKLII BTpaT
KEepPYIOTh TPOIECOM HABYaHHS, MNPUMYIIYIOYM TMPOCTIp MpPEACTaBIeHb OyTH
OJIHOYACHO Y3TOJUKEHUM Ha JoKajdbHOMY piBHI (alignment) 1 cTifikum Ha
rnmodanpHOoMy  (uniformity) [46]. lle poOWTh MOXJIMBHM CTBOPCHHS
MYyJIbTUMOJIATBHUX MOJICJICH, 3MaTHUX TJIMOOKO pO3YMITH Ta TMOEAHYBATH

1H(OpMaIIio 3 piI3HOMAHITHUX JIKEPEIL.

2.4 BUCHOBOK /10 IPYroro po3ainy

Y mpomy posniti Oyno chopmyaboBaHO (yHIAMEHTANbHI TEXHIYHI
3aBIaHHS MYJbTUMOJAIBHOTO HABYAHHS, 1110 BHU3HAYAIOTh apXITEKTYpY,
MOBEAIHKY Ta OOMEXKEHHS CyYacCHHX CHCTEeM. PO3TIISHYTO TpW KIIFOYOBI
KOMITOHEHTH — TIPEJICTABIICHHS, 3JIUTTS Ta BUPIBHIOBAHHS MOJAIBHOCTEH — SIK1
pazoM (GOpMYIOTh YHIBEpCAJbHY IMapaurMy IOOYI0BH MYJIbTUMOMATEHAX

MoJene.
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PO3JILI 3. BUBIP IHCTPYMEHTIB APXITEKTYP TA METOIB JJI51
PEAJII3AIII

Bubip  MynbTHMOmANBHOI  apXITEKTypH,  METOJIB 00 €aHaHHS
MOJAJILHOCTEH Ta HAOOPIB MapaMeTpiB HaBYAHHS € KIIOYOBUMHU CIICMCHTAMH
JTAHOT'O PO3JILITY.

Ha mnowatkoBomy erami HEOOXIAHO BHU3HAYUTH 0a30By MOJENb IS
MOJANIBIIOTO  PO3MIMPEHHSI TMiJ MYJbTUMOJAIbHI BXigHI jgaHi. OOpana
apxIiTeKTypa Mae€ BIAMOBIAATH Py KPUTEPIiB: HAsBHICTh NEPEIHABUCHUX Bar,
CYYacCHICTb, CTAOUIbHICTh, MOJIMBICTH MOJM(IKalli MOYATKOBHX IIApIB Ta
3pO3yMUTUN €KCTIEPUMEHTANIbHUN MpoToKoJ. Came TOMY HACTYIHHUU MiAPO3/IiT
IPUCBAYEHO OOIPYHTYBAHHIO BHOOpPY 0a30BOi apXITEKTYypH, sIKa CIyI'yBaTHUMeE

OCHOBOIO JJIsl PO3POOKH MYJIbTUMOAQIBHOTO PIILICHHS

3.1 Bubip 6a30Boi apxiTekTypu

Bubip 6a30B01 MO/1€11 € KIIFOUOBUM €TarioM y o0y 10B1 MyJIbTUMOAAIBHOT
CUCTEMHU JIETEKIIll, OCKUIBKM caMe BOHA BU3HAUYA€ SIK NTOYATKOBY SIKICTh POOOTH,
TaK 1 IOTEHIIaJ TOJAJBINOI I1HTErpamli JOJaTKOBUX MojalbHOCTEeH. Jlms
MYJIBTUMO/JIATILHOI JIeTeKI1, 1110 komOiHye RGB-300paskeHHs Ta KapTu TIMOUHH,

BAXKJIMBO, 11100 BUOpaHa apXiTeKTypa Maja Takl BIaCTUBOCTI:
¢ HAaSIBHICTb NEPEAHABUYCHHUX BAr HA BEJIMKOMY J1aTaceTi

e BHCOKa CTaOUIBHICTh Ta MOIYJSPHICTh, 110 3a0e3nedye HaAldHICTh Ta

BIJITBOPIOBAHICTH PE3YJIbTATIB;

e THYYKICTh CTPYKTYpH, 30KpEMa MOXJIHUBICTH MOIU(DIKAIlI] BXITHOTO TIapy

Ta backbone jy1s iHTErparlii 701aTKOBOro KaHaIy TJTUOUHU,

e JIOCTAaTHS CYYacCHICTh, OO MOJIeNb BIANOBIJada Cy4aCHOMY PIBHIO

JOCITIIKEHB y cepi aeTeKIii;



59

¢ TMIATPUMKA BiJl CHUIBHOTH Ta PO3POOHHKIB

BpaxoByroun 111 BUMOTH, y 11i#1 poOOTi siK 6a30BY Moj1es1b 00pano Y OL Ov5
— OJIHY 3 HaWOUIbII TMOUIMPEHUX 1 CTAaOUIBHMX MoOJeNield MeTeKIli 00’ €KTiB
OCTAHHIX POKiB. [ MOMyIAPHICTH CHPUUMHEHA 30aJAHCOBAHUM MOEIHAHHAM
TOYHOCTI, IIBHJAKOCTI Ta MpOCTOTH anamnrarii. Baxmuso, mo YOLOvVS wmae
MOBHICTIO BIAKPUTHM BUXITHUN KOJA, OQIiIiiiHI NepeIHaBYCHI Baru Ta THYYKY
apXITEKTYpY, IO JTO3BOJISIE OE3MOCEPETHBO PO3MMPITH BXITHUAN 1A, TOTAF0UH
HOBUW  MyJBTUMOJIQJIbHUN  KaHAJI, MO0 JIa€ MOXJIMBICTh BHUKOHYBATH

JIOCIIIKEHHS.

3.1.1 Apxitektypa YOLOV5 (You Only L ook Once)

OcHoBHoOW 3amauero YOLOVS e BusBieHHs 00'€KTIB, IO Iepeadadvae
BUJIUICHHS CYTTE€BUX O3HAaK 3 BXiAHUX 300paxkeHb. I{i oO3HakKuM MOTIM
00pOOJISIIOTECSI MPOTHOCTUYHOKD MOJCIUIIO JIJIs JIOKaji3amii Ta kiacudikarii
00'ekTiB Ha 300pakeHHi. ApxitekTypa YOLO BBena miaxix end-to-end (Bin
MOYaTKy J0 KIHIM), IO JO3BOJIIE HaBYaTH MOJEIb HA  E€IUHOMY
nudepeHIIioBaHOMY KOHTEKCTI, 00'eTHy0YN 3aBIaHHSA perpecii
oOMeKyBaJbHUX KOPOOOK Ta Kiacu(ikalli 00'€KTIB y €AMHY HEHPOHHY MEpExKY
[47].

OdynnamentanbHo, mMepeka YOLOVS ckmagaeThCsi 3 TPhOX OCHOBHUX

KOMITOHEHTiB (puc 3.1):

1. Backbone (ocHoBHa uacTtMHa) — 3ropTkoBa HEHpOHHA Mepeka, sKa
BIJIMIOBiTae 3a KomyBaHHS iHopMarlii 300paxeHHs y Bursimi feature
maps (kapTu o3HaK) Ha pi3HMX MacmTadax. [{i kapTHM O3HAK MICTATH
iH(dopMaIlilo MpOo HU3BKOPIBHEBI JeTalll 300pa)KeHHs, Takl sK Kpai,
TEKCTypd Ta IHII BaXJIMBI O3HAKW. BHUKOPUCTOBYETHCS BapiaHT

CSPDarknet53, sxuit € wmonudikamiero mnomyisapHoi Darknet53,
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aJIanTOBAaHOI I MBUAMIOrO HaBuaHHS 1 00poOku. CSPDarknet53 — me
3ropTKOBa HeMpoHHA Mepexka, sika Bkiodae B cebe CSP (Cross-Stage
Partial) Moxys 11 3MEHIIIEHHST OOYHCITIOBAILHUX BUTPAT 1 ITiIBUIIICHHS
edexktuBHOCTI. CSP MOIynb 103BOJSIE YHUKHYTH HaAMIPHOI KIJTBKOCTI
oOYMCIeHb 1 peayHIaHTHOI iHopMalli, e(QeKTHBHO MpaIodd 3
rpajieHTaMH I 4Yac HaB4YaHHA. Backbone BukopmcroBye Batch
Nor malization qis Hopmaitizarlii akTHBallil Ta 3MEHIIIEHHS BHY TPIIIHBEOTO
3MIIIEHHS 1 Yac HAaBYAHHS, 10 MOKpAally€e CTaOUIBHICTh 1 HIBUIKICTD

HaB4YaHHII.

Neck (1mmi) — 11e cepis mapiB, MPU3HAYCHUX JIJIS IHTETPallii Ta yTOUHCHHS
IpeACTaBICHUX O3HaK, oTpuMaHux 3 backbone. Neck no3Bosse 3'ennatu
1H(pOpMaI[il0 3 PI3HUX PIBHIB 1 PO3pI3IB KAapTH O3HAK, L0 IMIJBUILYE
e(eKTUBHICTb MOAAIBIIOT 0OPOOKH Ta MOKpAIly€e TOYHICTh. B 11iit yacTuHi
BUKOpUCTOBY€EThCS Moaupikamis PANEL, sika € 0CHOBHOIO apXITEKTYpPOIO
neck. PANet no3Bosise e(eKTHBHO arperyBaTH O3HaKH Ha pPIi3HUX
MacmTabax 1 Joromarae BUPIIMIATH MpoOseMy Jokam3aiii o0'€KTiB Ha
BeJMKUX Ta Maimux Macmradbax. PANEt BUKOpUCTOBYe MexaHi3M
o0'eqHaHHsl pi3HOMaHiTHMX muIAXiB (path aggregation) mus
MOKpAIIECHHs TIepeiadl 03HaK MK IIapaMH Ta JOCATHEHHS OUIbII TOYHOT

JIOKaJTi3arnii.

Head/dense prediction (romoBa) — Ha 1bOMY eTami Mepexa TeHepye
nporuo3u s bounding boxes ta kaaciB 00'ekTiB Ha OCHOBI 00pOOICHUX
o3Hak. lle kiHleBa crajis, sKa BU3HAYae, J¢ caMe Ha 300pakeHHI
3HAXOMATHCS O0'€KTH 1 JO SKOI KaTeropii BOHM HajeXaTh. ApXITEKTypa
YOLOVS nependauae KoopAMHATH 00OMEKYBaTbHOT PAMKH SIK BIIXUJICHHS
B/l MIEBHUX 3a3/1aJIET1/Ib BUBHAUYECHUX PO3MIPIB, AKI BUKOPUCTOBYIOTHCS SIK
opieatupu. Lli po3mipu paMOK BaKJIMBI JIJisi MOYATKy MPOTHO3YBAHHS 1

MOXYTh 3HAYHO BIUIMBATH Ha €(PEKTUBHICTh POOOTH MOJICII.
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ne-Stage Detecion
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Pucynok 3.1 — Apxitextypa YOLOvVS

Y OL OV5 € 3HaUHUM KPOKOM YyIIepe/l, OCKUIbKH ITEPEHOCUTh apXITEKTYpPy
YOLO 3 ¢peiimBopky Darknet na PyTorch. ®peiimBopk Darknet, mo B
OCHOBHOMY peajizoBaHuii Ha MoBi C, HaJa€e TOCTITHUKAM JIETATbHUI KOHTPOJIb
HaJ| omepamisiMu Mepexi. Xoya Ieil pIBeHb KOHTPOJIO € KOPUCHUM IS
€KCIIEPUMEHTIB, BIH YaCcTO YCKJIAJHIOE MIBUAKY 1HTErpalil0 HOBUX IOCIHIIKEHb
gepe3 HeoOX1AHICTh BUKOHAHHS KACTOMHHUX OOYMCIICHBb I'PAIEHTIB I KOXKHOI
HOBO1 peamizamii. [lepexin Ha dpeiimBopk PyTorch snauno mgomomoxe y

NPaKTUYHIN YaCTHHI.

@Oynkiist BTpat Y OLOVS € ckiagHoro 1 CKIaAa€Thes 3 TPhOX KOMITOHEHTIB:
Binary Cross-Entropy (BCE) mjist mporao3yBaHHs Kiiacy Ta 00'€KTHOCTI, 8 TAKOX
Complete Intersection over Union (CloU) mist mokamizarii. 3araibHa BTpaTa

O00YHCITIOEThCSA SIK 3Ba)KeHa CyMa [IUX OKpECMHUX BTpPAT:

Loss = /11 . LC]S + /12 . Lobj + 2.3 . LlOC' (31)

ne Ly, Lobji Lioe— mue Bimmosigno Brpara Binary Cross-Entropy s
NPOTHO3YBaHHS Kiacy, Brpara Binary Cross-Entropy mist 06'eKTHOCTI Ta BTpata

Complete Intersection over Union aist tokaimizaiii.
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Koedimieatn A4, A,Ta A3 — 1€ rineprnapameTpH, ki 6aTaHCYIOTh BHECOK

KO’KHOI KOMIIOHEHTH BTPAT B 3arajibHHI Ipoliec ontumizarii [48].

Kpim Toro, YOLOVS neMoHCTpye BHUCOKY €(DEKTUBHICTh Ta MOXJIUBICTh
3MIHHM apXIiTEKTYypH MOJENI ISl TIEpCHABYAHHS MOJIEI Ha HEBEIMKHX 1 CEPEIHIX
JaTaceTax, MO € KPUTHUYHO BAXKJIUBUAM JUIS IILOTO AOCTIHKeHHS. Tomy s

CTBOPEHHS MYJIbTHMOJIAJIBHOCTI Oy 1IeMO BUKOPUCTOBYBaTH miaxix fine-tuning.

3.1.2 Fine-tuning

Fine-tuning (mo-HanmamTyBaHHS) — IIeé METOJ aJamTallii IepeIHaBYCHOT
HEHUPOHHOI Mepexi 0 HOBOI 3a/1a4ui a00 HOBOTO JaTaceTy MUIIXOM IHOJAIbIIOTO
HaBYaHHS MOJIENI Ha OOMEKEHIH KiTbKOCTI HOBUX JaHUX (puc 3.2). Y HayKoBii
mitepatypi fine-tuning wanexuth 10 migkiacy transfer learning, xomu 3HaHHS,

OTpUMaHI Ha BEJTMKOMY JIKEPEIbHOMY JaTaceTl, MePeIaroThCsl Ha 1HITY IUTHOBY

= Lustl]

3amauay [49].

Pre-trained Fine-tuning Fine-tuned
Model Model
s
V -
Training Data

Pucynok 3.2 — Cxema 1o-HanamrTyBaHHs MOJENI
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VY pobortax 3 transfer learning mnoka3aHO OCHOBHY XapaKTEPUCTUKY
INUOOKUX — 3TOPTKOBUX MoOJEJe, 110 BOHU (OPMYIOTh yHIBEpCalbHI
HU3BKOpIBHEBI oO3Haku (edges, textures, corners), sSKi MOXHa ITOBTOPHO
BUKOPUCTOBYBaTH 0€3 OBHOTO TnepeHaB4yanHs moxaeni [50]. Lle myxe BaximBo,
amke raMOOKI MEpeXi 4acTo MaloTh MIJIBHOHM TapaMeTpiB, 1 iX HaBYaHHS Ha
BEJIUKIM KUIBKOCTI JaHUX MOKE OyTH HAA3BUYAWHO BUTPATHHUM 3a YacoM Ta
O0YHCITIOBAIEHUMH PECypcaMu.

B pamkax transfer learning, icHye KijgbKa THIIB IIIXOIB, 3aJ€KHO BiJ
TOTO, SIKY YACTHUHY MOJIEJII aanTyIOTh:

1. MloBHe mepenaBuanHs (full fine-tuning).: YV upomy Bumanky, micis
aganTalii MoAe 0 HOBO1 3a7a4i, MOAU(DIKYIOThCS BCl IMApH MEpexi (K
BEpXHI, TaK 1 HIkH1). [le 7103B0IsI€ MOl MOBHICTIO "MepeHaBYUTHUCA" Ha
HOBOMY JaTaceTi, 30epiraroum npu 1npomMy 0a30Bi O3HAKM, OTPMMAaHI Ha
nonepeHbOMY Ha0O0p1 TaHUX.

2. IlepenaBuaHHs JiUIle BepXHiX mapiB: B O6inbnrocTi Bunaakis, 0co0amBo
B 3aj7a4ax 3 OOMEXKEHUMHM JaHWMH, 3a3BUYail 37ilcHIOeTHCS fine-tuning
JIMIIIe Ha OCTAHHIX Iapax HeMpoHHOI Mepexi. 1le o0yMOBIeHO THM, 110
BEpXHI IIapyh MOJIEI1 YacTO BIAMOBIAAIOTH 3a 3arajibHi O3HAKW, TaKl K
TEKCTYPH, Kpai Ta KOJhOpHU, SIKI € YHIBEPCAIbHUMH [IJISi PI3HUX THIIIB
naHux. OcTaHHI 1Iapy, B CBOIO YEpry, CHELIATI3yIOThCS Ha OLIbII
CKJIQHUX a0CTPAKITISAX, MPUTAMAHHUX KOHKPETHIN 3a/1a4l.

3. Po3moposkyBaHHsl JuIIe KiIbKOX OCTaHHIX mapiB a0o 4acTKkoBe
nepeHaBYaHHA: [CHye TakoX BapiaHT, KOJIM 3aMOPOXKYIOThCS BCi IIapH,
OKpIM OCTaHHIX KITbKOX. Takuil mMiAXiJi BUKOPUCTOBYETHCS, KOJU €
noTpeba 30epertu OUIbLY YAacTHHY 3HAaHb MOJENI sKa BIJAMOBIIHA 3a

3arajibHi O3HaKM ajie 1 0JJHOYACHO aJanTyBaTH MEPEXKY J0 HOBOI 3a/1aui.

Cyuacni napamerp-edexTuBHi MeToan axanranii (PEFT)



64

Jl7isg 3MEHIIIeHHsI 0OYMCIIOBAIbHUX BUTPAT Ta MIABHUILEHHS CTaOLIBHOCTI

HaBYaHHA OyJu po3poOJICHI METO/IH, IO JI03BOJISIIOTH aJanTyBaTH MOJCIb Oe3

3MIHU 1T OCHOBHUX 842

Additive fine-tuning. Jlo Mmozeni 101al0ThCs A0JATKOBI apaMeTpu abo
aJlanTalliiiii OJI0KH, TOl SK BCl 0a30B1 Baru 3aJIMIIAIOTHCS
3amopoxkeHuMH. 1le mae 3Mory 3a0maanT pecypceH, aje 3a0e3neunuTi
JIOJTATKOBY THYYKICTb.

Reparameterization (LORA). OHoBIICHHS Bard MOAA€THCSA HE HAMPSAMY, a
yepe3 HU3bKOPAHTOB1 MaTPHIIl, K1 HAKJIAJal0ThCS HA OCHOBHI MapamMeTpu
B¢ miag 4Jac iHpepeHcy. ba3oBi Baru He 3MIHIOIOTHCS, a ajamnTarlis
BUKOHYETBHCS Uepe3 He3alekH1 KoMnakTHI MaTpuill A ta B. Ile nae 3mory
CTBOPIOBATH K1JIbKA «BEPCIi» ajarTarii JJis pi3HUX 3a]1ay.

Partial fine-tuning y konrekcri lightweight-meroaiB. Inkomu mei
TEPMiH BHKOPHUCTOBYETHCS JJIA CHTYyalliid, KOJIH TPCHYIOTHCS JIUIIE
30BHiIIHI (BUCOKOpPiBHEBI) OJIOKH, a BCsl 0a30Ba apXiTEKTypa 3aIHIIAETHCS
He3MinHOoK0. Takuit miaxia mo cyTi € feature extraction.

i mMeTomM € BaXJIMBAMH I JyK€ BEIUMKHX MOJeleld a0o KoM €

0OMEKEHHS Ha 00CsT TpeHyBaJIbHUX JAaHuX [51].

IepeBaru fine-tuning

IIBuakicte HaBuYaHHA: OCKUIbKM OUIbIIa YacTHHA HAaBYaHHSA BKE
MPOBEICHA HAa BEIMKOMY Ha0Opl maHux, fine-tuning M03BOJSIE 3HAYHO
3MEHIIUTA Yac, HEOOXIMHWM IJis ajanTarii MOJeNl JO HOBHUX YMOB.
HaBuanHs «3 HyJssh» moTpedye Oublle yacy, OCKIJIbKM MOJIENb MOBUHHA
BUBYMTHU BC1 O3HAKU Ta aOCTPaKIIii CaMOCTIIHO.

3MeHIIeHHs o0caAry ganmx: JIJisi 10o-HajmamTyBaHHS MOJEN HEOOXiTHO
Ha0araro MEHIIE HOBHX JaHuX. lle 0COO0JIMBO KOPHUCHO B yMOBax
O0OMEKEHOTO JIOCTYIY JI0 JIaHWX, KOJU HEMOXJIHMBO 310paTu BEIUKUN Ta

piBHOMaHiTHI/Iﬁ AaTacCT AJId HaBYaHHSA 3 HYJIA.
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3. lokpamenHss  cradiibHOCTI:  Fine-tuning  no3Boisie  30epertu
CTaO1IbHICTh HABYAHHSI, OCKIJILKM MOJENb BXKe Mae 0a30BY 3/aTHICTh 0
y3arajlbHEHHS, OTpUMaHy Ha momnepeaHbomy ertami. lle o3Hadae, mo B
nporeci fine-tuning Mojens MEHII CXWIbHA A0 TMEpeoOydYeHHS Ha
OOMEKEHUX JTaHUX.

4. ToninmeHHs pe3y/bTaTiB HA CKJIAAHUX 3a7a4ax: Fine-tuning no3Bossie
JIOCSITTU  BUCOKUX pE3yJbTaTiB HaBITh Ha CKIAQQHUX 3a7adax, Je
cnenu@ivHl AaHl MOXYTh MaTH Pi3HI Bapiamii a00 0OMEXeHY KUIbKICTh
npukiaaiB. Lle € BaxumBuM y Takux cdepax, ik MeIMYHa Bizyasizallis, Je

KOXEH Ha01p 300pakeHb € YHIKAIbHUM.

Omxe, metof fine-tuning 103BoJIsIE 3HAYHO CKOPOTUTH Yac TPCHYBaHHS,
3MEHIINTA 00CAT HEOOXITHMX MAaHUX Ta MNIJABUINUTH CTAOUILHICTH HaBYAHHSA
MOPIBHSHO 3 TPEHYBAaHHIM «3 HYJsM». BIH € ONTHMaIbHUM ITIXOJOM IS
afganTanii mepemHaBdeHoi momeni YOLOVS g0 MyabTHMOJAIbHOTO BXIJTHOTO
dopmaty RGBD, ockinbku fa€e 3Mory 30epertd KOpHCHI O3HaKW, BUBYEHI Ha
COCQO2017, mnaBHo iHTerpyBatu depth-kanajn, MiHIMI3yBaTH OOYHCITIOBAJIbHI
BUTPATU Ta JOCITTUA Kpamioi SKOCTI JeTeKiii 6e3 HeOoOXITHOCTI y BEIMKOMY

BJIACHOMY JIaTacCeTi.

3.2 Bukopucrasi garaceTu B po0oTi

OmHuM 3 KITFOYOBUX KOMITOHEHTIB Y MOOYI0BI CUCTEMH JETEKIlii 00’ €KTIB
€ BUOIp penpe3eHTAaTUBHOTO Ta IOCTATHHO MAacIITaOHOTO JaraceTy. BaxkinBicTh
BUOOpPY TMPaBUIILHOTO JATAaceTy IOJSiTa€ B TOMY, IO BiH BHU3HAYA€ 3/IaTHICTH
MOJIeN1 0 y3araJIbHEHHs Ha HOBI, paHilie He OadeHl JaHi. SIKIIo JaraceT He €
pernpe3eHTaTUBHAM a00 HEJO0CTATHHO BEIMKUM, MOJIETh MOXKE ITepEHAaBUATHCS Ha
cnenu(iuHUX TMpHUKIafax ado He 3/aTHa aJeKBATHO MpAIlOBaTH B PEaTbHUX

yMoBax. Hampuknan, sIKio gatacetT MiCTUTh JUIIe 00'€KTH, 3HATI MPU OJHOMY
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THUIII OCBITJIICHHS 200 B OJTHOMY CEPEIOBHIII, MOJEIIh MOXKE TIOTAHO MPAIIOBATH B

IHIITUX YMOBAaX, JIe OCBITJICHHS a00 (POHU 3MIHIOIOTHCS.

Takox BaXXJIMBOIO € PI3HOMaHITHICTh 00'€KTIB Ha 300paKCHHSX: JaTaceT
Ma€ BKJIIOYATH Pi3HI Bapiallii KO>)KHOTO 00'€KTa, HAPUKJIIAI, B PI3HUX paKypcax, 3
PI3HUMHU PIBHSAMH MEPEKPUTTS a00 B MPUCYTHOCTI 1HIIMX 00'€KTIB, 1100 HABYUTH
MOJieJb TPaBUIBHO 11€HTU(DIKYBATH Ta JOKali3yBaTh O0'€KTH B CKJIQJHUX
yMmoBax. Pi3HOMaHITHICTH ()OHOBUX YMOB, BHUJIIB 1 CTHJIB 300pa’keHb POOUTH
MOJIe/Ib OUIBII YHIBEPCAIBHOIO, @ TAKOX MIJABHIINYE 1i 3aTHICTh A0 ajanTallii B
PI3HUX CUTYyaILisIX.

Hatacer COCO mae B co0i1 yci MNOKa3HUKH MIAXOASIIOTO AaTaceTy, TOMY
caMme Ha TakoMy JaraceTi OyJa nepeaHaBueHa mozaenas Y OLOv5 [52].

Jaracer COCO2017 (Common Objects in Context) MicTuTh pi3HOMaHITHI
300paxeHHs] 00’€KTIB y peajbHUX CLEHaX, II0 OXOIUTIOIOTh IIUPOKUNA CHEKTp
YMOB 3HOMKH, MacmTabiB, paKypciB Ta CTyIeHIiB OKmo3ii. Mloro ocHOBHOIO
METOI0 € 3a0€3MEUEHHS CKJIaJHOT0 Ta PEATICTUYHOTO CepeI0BULIA JJIsl HABYAHHS

MoOJIeNIel TeTEeKIiT, CEerMEeHTAIll Ta TO3HAYCHHS KIIFOYOBUX TOYOK (puc 3.3).

Crpykrypa COCO2017 BKIIIOYa€E 1Ba OCHOBHI TiAHAO0PH:
o train2017 — 118 000 300paxeHsb,

« val2017 — 5 000 300pakeHs.

300paxkeHHsI MalOTh JETajbHy Ta CTAaHAAPTU30BaHY PO3MITKY y (popmarti
JSON — 1ie mo3nauenHst 80 kiaciB 00’€KTIB, BKJIIOYAKOYHU JIIOJEH, TPAHCIIOPT,
TBapWH, OOYTOBI MPEIMETH TOIIO Ta KOOPAMHATH KiaciB 00'ekTiB (bounding

boxes) [53].
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Pucynok 3.3 — IIpuxaan garacery COCO

Ockuibku 6a3oBuii garacer COCO2017 mictuts smmie RGB-300paxenus
Ta HE BKIIOYAE KaHATy TNIMOWHU, IS peaizaiiii MyJIbTUMOJAIBHOTO MiIXO0Ty
HeoOXximHo 3HakTh abo chopmyBatn COCO-Depth nadip nanux. J{1s BUKOHAHHS
OPAaKTUYHOI YacTUHM pPoOOTy Oysno o0paHo caMe TIMOMHY 3T€HEpOBaHy 3a
JOTIOMOTOI0  cy4yacHOi HeripomepekeBoi moxeni MiDaS (monocular depth
estimators) — oJHOTO 3 HAMTOYHIIINX MOHOKYJIIPHUX OIIHIOBAYiB TITHOUHH.

Mogens MiDaS no3Bossie 004YKCIIOBATH BiIHOCHY TIMOMHY CIIEHH 3a
onuuM RGB-300paxennsm (puc 3.4). Ha Biaminy Big crepeo- abo LIiDAR-

cucrem, MiDaS He notpebye anapaTHOTl ITHMOUHH, 1110 POOUTS ii yHIBepCaTbHUM
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IHCTPYMEHTOM JJIsl BEJIMKUX JaTaceTiB, JIe¢ B)KE€ HEMOXKIMBO 310paTH peanbHi
depth-nani [54].

Monens HaBYA€ThCA HA BEIMYE3HUX 0a3aX JaHUX, 10 MICTITh 300paKeHHS
PI3HUX CIIEH 3 BIJIOMUMHM 3HAUEHHSMH TNIMOWHHU, 1 HAMAraeTbcs 3pO3yMITH, K
rOuHa 00'€KTIB 3aJICKHUTH B1JT IX PO3MIPY, TEKCTYpH, OCBITICHHS 1 MPOCTOPOBOT
Opi€HTAIIi].

MiDaS BUKOPUCTOBYE CydacHi apXiTEKTypH INIMOOKUX HEUPOHHUX MEPEkK
JUTsL BUIIJICHHS O3HaK 300pakeHHs. [loTiM Mepexa mepemae Ii O3HAKW 4epe3
KUJIbKa IIapiB JUIsl OTPUMaHHA (iHAJIBHOI OLIHKK TIuOuHU. BUKOpUCTOBY€ETHCS
takox Texuika " fully convolutional” mus 3a0e3mneueHHst BUCOKOI TOYHOCTI Ha

pi3HUX MacmTabax 300pakeHHS.

Puc 3.4 — npuxiang podotu mozen MiDaS
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Cunre3oBanuii depth-kanan € rpagamiitHuM 300paKeHHSM, Y SIKOMY CBITII

007acTl BIANOBIAAIOTH OJIMKYMM OO0'€KTaM, a TEMHI — JajIeKuM. Taka

penpeseHTalis A00pe miaAXoauTh s iHTerpanii pasoM i3 RGB sk yerBeprTuit

kaHan y mojeni tuimy YOLO.

Jnsa otpuMmaHHsT MojanbHOCTI "rnmmuOuHa" Bei 300paxkenHs COCO2017

Oyyu mocmiIoBHO mpomyieHi uepes3 moaens MiDaS. ¥V pesynbrari chopmoBano

nBa migHadopu depth-300pakeHb, 11O TOBHICTIO BIJIMOBIAAIOTH CTPYKTYPI

opurinaisHoro COCO:

train2017_depth — 118 000 depth-kapr,

val2017_depth — 5 000 depth-kapr.

Koxne depth-300pakeHHs B 1araceTi Mae ifeHTHYHY HAa3BY, PO3MIp i

BianoBigHe RGB-300paxkeHHs. 3aramom 1IEHTUYHI Ha3BU B J10JaTKOBOMY

JaTaceTi I 1€ OAHOI0 KaHaay MOKYTh 3HAYHO MOJIETIINTH mporec fine-tuning

JUISl B’)KE€ HATPEHOBAHOI MOJIENI Yepes Te, 1I0:

IIEHTAYHICTh, HA3B KaHAJIIB MK OCHOBHHUM Ta JOJATKOBHM JaTaceTaMH
JIO3BOJISE 30€pErTH Y3TrOKEHICTh MK HaBUaJIbHUMH TaHuMHU. Lle o3Hauae,
10 MOJEJb, IKa BXX€ MAa€ MEBHE PO3YMIHHS KaTEropiil Ta O3HAK, MOXeE
JIETKO 3aCTOCYBAaTH HAOYTI 3HAHHS 10 HOBUX JIAHUX, 110 MICTSTh Ti 3K cami
Ha3BU. Y [IbOMY BUMAIKy MOJIENb HE IOTPEOY€E MOBHOTO TIEPEHABYAHHS HA
HOBUM KaHaJI, OCKITbKM BOHA BXK€ Mae€ IMOMNepefaHid J0CBiAg poOOTH 3
NMOIOHUMH KaTETOPISIMHU.

30epeKeHHsT TakuMx Ha3B 3abe3neuye 30epekeHHs KOHTEKCTy. Ko
MO/IeNb BKe Oysia HaTpeHOBaHA HA JAHWUX IMEBHOTO KaHATy, BOHA MOXE
e(heKTUBHO BUKOPUCTOBYBATU 3HAlOM1 O3HAKH MpU 00pOOIll HOBUX JaHUX,
110 JJ03BOJISIE MOKPAIIMTH TOYHICTH Ta e(peKTHBHICTH HA HOBOMY KaHai
0e3 BTpaTH 3HaHb PO MONEPEIHI KaHAIIH.

MoA10H1 HAa3BU CIIPUSAIOTH MOKPAIICHHIO y3arajdbHeHHs Mojaemi. OCKUIbKU

MOJIEJTb MOKE BUSIBIISITH CHIJIbHI TATEPHU MK KaHAJIAMH 3 1ICHTHYHUMH
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Ha3BaMH, BOHA 3/JaTHA IIBUAIIC aJalTyBaTHUCS J0 HOBUX YMOB, HaBiTh

SKIO KaHAJIM MalOTh HE3HAYH1 BIIMIHHOCTI y 3MicTi. L{e mo3Bossie Mmoaeni

Kpalle CHpaBIsATHCS 3 BapiaTHBHICTIO JaHMX 1 3aCTOCOBYBaTH HaOyTi

3HAHHS JUIS IPOTHO3YBaHHHI.

I'mubunnuii  gatacer COCO-Depth He MIiCTUTH BIACHUX aHOTALIIMH,
OCKIJIbKH HWOTO €IMHA POJIb — OYTH J0JaTKOBOIO MOIAIBHICTIO JO iICHYIOUYHX
RGB-nmanux COCO [55]. Tomy Anortarii 6epytbcs moBHicTio 3 COCO2017.
Depth-xaptn  curxponizoBani 3 RGB-daitnamu 3a HasBamm (aiimis. 3

BpaxyBaHHIM IUX [epeBar 0yj0 00paHo 1 BUKOPUCTAHO CaMe IIeH JaTacerT.

Takum yMHOM, TpaBWIBHUN BHUOIp JaTtacery — 1€ KIIY J0 YCHiXy
CUCTEMHU KOMII FOTEpHOTO 30py. BiH mo3BOMsie He nuine e)EeKTUBHO HABUUTU

MOJIeJIb, aJie i rapaHTyBaTH ii 3JaTHICTh 10 pOOOTH B peajbHUX, 3MIHHUX YMOBaX.

3.3 Buoip 06i0J1ioTek Ta iHCTpYyMeHTIB peaJiizauii

ITix yac po3poOKU MYyJIBTUMOAATBHOT CUCTEMHU PO3Mi3HABAHHS 00’ €KTIB HA
ocHoBi RGB Ta rmubunnux 300paxkens (RGB-D) Oyno oOpano HHU3KY
POrpaMHUX I1HCTPYMEHTIB, 010110T€K Ta (PpelMBOPKIB, 10 3a0€3MEUyIOTh
eeKTUBHE HaBYaHHs, OOpOOKYy JaHMX Ta OIHKY pe3yabTaTiB. Jo0ip
IHCTPYMEHTIB BU3HAYaBCS BUMOTAMU JI0 MPOAYKTHBHOCTI, 3pyYHOCTI 1HTErpartii
Ta MaclITabOBAHOCTI EKCIIEPUMEHTIB.

Cucrtema CTBOpIOBaJiaCh 3 BUKOPUCTAHHSAM MOBH TporpaMmyBanHs Python.
OcHOBHUM (pelMBOpPKOM [JIsl MOOYAOBM Ta HAaBYAHHS HEUPOHHUX MEPEX Y
po6oTti € PyTorch, sikuit 3a6e3neuye:

e JWHAMIYHY OOYHMCIIOBAIBHY Tpadiky (3py4dHICTH EKCIEPUMEHTIB 1

MoaudiKaliif);

e IIUPOKI MOXJIMBOCTI KacTomizallii apxitekrypu Y OLOVS;

o miatpuMKy GPU uepe3 CUDA;
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BEIIUKY E€KOCHCTEMY JOMOBHEHb Ta TOTOBUX KommoHeHTiB (TorchVision,
timm). TorchVision B cBoro uepry 3abesrneunB 0a30By 0OpoOKy 300paskeHb,
3aBaHTAKEHHS Ta MOMEPEIHI0 OOPOOKY J1aTaceTiB.

Y OLOVS odiriitHo peanizoanuii y PyTorch, 1o poOuTs #0ro mpupoJHum
BHOOpOM Jiiist ipoBeieHHs fine-tuning Ta excriepuMeHTiB i3 panHiM 3muTTsIM RGB
ta Depth.

Takok BHUKOPHCTOBYBAJIMCh Takl OI10JMIOTEKH JJIs JUIsl aHali3y Ta
BI3yauti3anii:

o bibmioreka OpenCV 3acTocoByBanach JUisi YUTAHHS Ta KOHBEpTaIlil

300pakeHb,

o NumPy BuKOpUCTOBYBaBCS JJ1sl pOOOTH 3 JAHUMHU Ta OIIIHKU SIKOCTI1 JaHUX;

Ultralytics e xommanisi, sika po3po0Jisie IHCTPYMEHTH Ta 010TI0TeKH ISt
KOMIT'IOTEPHOTO 30pYy, 30KpeMa [JIsi 3aJad JETEKIli 00'€KTiB, pO3Mi3HABAHHS
300pakeHb Ta MEPETPEHYBAHHs NIMOOKUX HEMPOHHUX Mepek. KoMmmaHis Takox
Mae BiacHy 0i0moTeky Ha Python [56].

B pobGoti Bukopuctano odiriiiny peamizamiro Ultralytics YOLOvVS 3
BIIKPUTHUM BUX1JTHUM KOJIOM:

« 3a0e3neuye rHyYKy KOHQITYpaLio apXiTeKTypH,
« J03BOJIsI€E MOAM(IKYBAaTH BXiJIHI KaHaM backbone,
e Ma€ MOAYJbHY CTPYKTYPY JUIsl aJanTallil mporecy TpeHyBaHHS.

Jlis cuctemMu CTBOpeHHs Oyio oOpaHe poboue cepemosuine Conda, e
Oyno cTBOpeHO OKpeme conda-cepeqoBUIIE ISl 130JbOBAHOTO BCTAHOBJICHHS
3QJIeKHOCTEH, KOHTPOJIIO BepcCiit 610110TeK Ta CTa0lJIbHOCTI Y BUKOHAHHI.

Kommiekc mux iHCTpyMeHTIB 3a0e3neunB e(heKTUBHY MIATOTOBKY JAaHHX,
THY4YKy MOAMQIKAIIO apXITEKTypH, cTa0lJIbHE HAaBYAHHS Ta IPYHTOBHY OLIIHKY

pe3yJbTaTIB.
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3.4 BUCHOBOK /10 TPETHOI'0 PO3/iTy

Y upoMy posauii Oyno OOIpyHTOBaHO BHOIp apXiTEKTYpPHHX pILICHb,
METO/IIB OOpOOKHM JTaHUX Ta MPOTPAMHHUX 1HCTPYMEHTIB, [0 CTAJIX OCHOBOIO JJIS
peasnizaiii MyJIbTUMOJAIBHOI CHUCTEMH JETeKTyBaHHA 00’ekTiB. Ha mepiiomy
etami Oyno oOpano 6a3zoBy momaenbs YOLOVS. JletanmbHO TpoaHai3oBaHO ii
crpyktypy (backbone-neck—head) ta mexanismu po6OTH, a TaK0K BH3HAUEHO
cTpaTeriro ToHKoro joHasdanss (fine-tuning).

Ha napyromy erami Oylio pO3MJISIHYTO sIKI  JaTaceTd  OynyTh
BUKOPHCTOBYBATHCh B POOOTI,a TAKOXK 3arajbHHUI OIKUC, IX CTPYKTYPY, METOIU
CTBOPEHHS J1aTaceTy.

Ha tperbomy Oynio 3/iliCHEHO OOIPYHTOBAHHM BHUOIp I1HCTPYMEHTIB,

(dbpeliMBOpKIB Ta 010J110TEK.
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PO3/1J1 4. MPAKTUYHA PEAJIIBALISA MYJbTUMOJAJBHOI
MOJEJII PO3III3HABAHHSA OB’EKTIB

[lpakTHuHUi  PO3MLT  MaricTepcbkoi  poOOTH  COpPSIMOBAaHUW — Ha
MIPOEKTYBAHHS, peaizarito Ta eKCIIEPUMEHTAJIbHE JIOCHIJDKEHHS
MYJIBTUMOJAIBHOT CUCTEMHU PO3Mi3HABaHHS 00 €KTIB, IO MOEAHYE BXIJIHI JaHI
RGB Ta ominky rimu6unu. OcCHOBHA METa €KCIIEPUMEHTIB — MPOJAEMOHCTPYBATH,
10 JOJaBaHHsA KapTH TIIMOWHU, OTPUMAHOI 3a JomoMororo aiaroputmy MiDaS,
MOX€ TOKpauuTh poOOTy CydacHUX MOJENed JETEeKIlli, a TaKOX JOCIHIIUTH

€(EeKTUBHICTb PI3HUX CTPATErid MyJIbTUMOJAIBHOI 1HTErpallii, 30KpemMa Iiaxoay

early fusion (puc 4.1).

ROH Fextere
Detection Hexd | =+

5 S

|

epeh Faswes Festure
Refiner

Pucynok 4.1 — Cxema MyJIbTUMOATIBHOT MOJIET1

4.1 CrBopeHHs mojei

JIns HajmamTyBaHHS TPOTrpaMHOro OToYeHHs i podotu 3 YOLOV5,
BaXXJINBO CTBOPUTH 130JIbOBAHE CEPEIOBHILIE, 1110 JO3BOJISI€ YHUKHYTH KOH(DIIKTIB
MDK pi3HUMH 010J110TeKaMH Ta TapaHTy€e CTAOUIbHICTb POOOTH MPOEKTY.
BcranoBnenHs 3ajeXHOCTEH Ta TMpaBWiIbHI Bepcii 010MOTEK € KPUTUIHO
BOXIUBUMH JUII KOPEKTHOI poboTu Mmojem. bymo ctBopeHo HoBe Conda-
CEpEOBHIIE, SIKE I03BOJIUTH 130JI0BATH MPOEKT Bij 1HIIMX 010J110TEK.

Konga (Conda) — 1e oaHa i3 camMHX MHOIMYJISIPHUX CHCTEM YMpPaBIiHHS
CepellOBUIIIAMHU Ta MaKeTaMH, 10 JO3BOJISIE 130JIF0BATU MPOEKTU Ta KEepyBaTu

3AJICIKHOCTAMHU.
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[Tomictr manku train_depth ta val_depth pasom 3 opurinaneaum COCO

IMages, Ta moaajbliia HopMaJi3allis 300paeHb.

Hopwmamizariis

def normalize depth_and_save(depth_array, out_path):
pl, p99 = np.percentile(depth_array, (1, 99))
depth_clipped = np.clip(depth_array, p1, p99)
depth_norm = (depth _clipped - p1) / (p99 - p1 + 1e-6) #0..1
depth_uint16 = (depth_norm * 65535).astype(‘uint16’)
Image.fromarray(depth_uint16).save(out_path)

B nopaneiomy He00Xi1HO MOIM(DIKYBaTH 3aBaHTAKEHHS JAHUX Y MOJIETIb,
T0OTO MoaaTH noaaTkoBuit kanau rmouaN. Y OLOVS 3unTye 3aBaHTaXEH1 1aHi 3
datasets.py (daiin utils/datasets.py). [ToTpiOHO 3MIHUTH OJIOK, JIe 3YHTYETHCS

3BUYAiHE 300paKeHHS 1 Ty U 101aTH ynuTanHs depth 3 koHkaTeHaitito.

def load rgbd(rgb_path, depth_path):
rgb = cv2.imread(rgb_path)
depth = cv2.imread(depth_path, cv2.IMREAD_UNCHANGED)
if depth.dtype == np.uint16:
depth = depth.astype('float32") / 65535.0
else:
depth = depth.astype('float32')
depth = (depth - depth.min()) / (depth.max()-depth.min()+1e-6)
depth = cv2.resize(depth, (rgb.shape[1], rgb.shape[0])) # match size
depth = depth[:, :, None]
rgbd = np.concatenate([rgb, depth* 255.0], axis=2
return rgbd.astype(‘uint8')
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Jlam Bke HEOOX1THO 3MIHUTH camy apXiTekTypy YOLOVS, mo6
npuitmaTu 4 kaHanu. OJJHOYACHO 13 UM OyJI0 3MIHEHO KOHDIrypatiitHuii dain

AJI1 4CTBEPTOro KaHally.

import torch

# load pretrained yolov5 weights
ckpt = torch.load(‘yolov5s.pt’, map_location='cpu’)
model_state = ckpt['model’].float().state dict()

from models.yolov5s import Model
model = Model('models/yolov5s.yaml') # ch=4 B yaml
ms = model.state_dict()

for k,v in model_state.items():
if v.ndim==4 and v.shape[1]==3:

first key =k
first weight =v
break

new_weight = mg[first_key]
with torch.no_grad():
new_weight[:, :3, :, :] = first_weight
# HOBHI KaHaJ CepeIHIM IO mepuuM 3 abo HyIsIMuU
new_weight[:, 3:4, :, :] = first_weight.mean(dim=1, keepdim=True)
mg[first_key] = new_weight
# load back
model.load_state dict(ms)
torch.save({ 'model": model.state dict()}, 'yolov5s rgbd.pt’)
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TpenyBanusi Mmoaeti.
Jliis RGBD Bukonano partial fine-tune 3 ogHakoBuMH rineprapamMeTpaMu:
« backbone: yolov5s (pretrained)
o po3Mip 300paxkeHHs: 640 x 640
« batchsize: 16
« epochs: 30150
o optimizer: SGD (momentum=0.937) / abo AdamW
« Ir:0.01 (SGD) a6o 1e-3 (AdamW) 3 warmup

python train.py \
--img 640 \
--batch 16\
--gpochs 50 \
--data coco_rgbd.yaml \
--weights yolov5s rgbd.pt

VY Garatbox BEIMKHUX JaTaceTax /il KOMITIOTEPHOTO 30py, TakuxX sk MS
COCO, cnoctepiraerbcsi KJIAcCOBUM aucOaiaHC, KOJU JedKl Kiacu O0O0'€KTiB
MpeACTaBlIeH] 3Ha4YHO yactimie 3a iHmn. Hanpuknan, kmac «moaunHay B COCO
3yCTpIUa€eThcsl Ha OaraTbox 300pakeHHSX 1 ckiamgae Onusbko 25-30% Bcix
00'€eKTHMX 1HCTaHIIIM, TOA1 SIK 1HILI KJIACH, TaKl SIK «TOCTEep» ud «(deH», MaroTh
Ty’ke mMano 300paxens. Le sBuie, sike HazuBaeTbes class imbalance (kacoBwmii
nucOanaHc), IpU3BOJIUTH 10 TOrO, IO MOJENI KOMI'FOTEPHOrO 30py 3a3BHYAid
n00pe BUBYAIOTH KJIACH 3 BEITUKOIO KUTBKICTIO MIPUKJIIAIIB, ajie MAlOTh MPOOIEMH
3 TOYHHUM PO3MI3HABAHHAM PIAKICHMX a00 Majo MpeICcTaBICHUX KJIACIB.
BpaxoByroun CKJIaJHICTh pOOOTH 3 BEIUKUMHU JaTaceTaMu, OyJi0 MPUUHSITO
pIIlICHHS] BUKOPUCTOBYBATH THCSYa 300pakK€Hb B SIKOCTI TOYATKOBOTO HAOOpY
JAHUX JIJIs HaBYaHHS Mojieni. Takuil po3Mip J03BOJISIE 3SMEHIIIMTH HABAHTAXKEHHS

Ha MOJIeJIb Ta 3MEHIINTH Yac TPEHYBaHHs 0€3 3HAaUHUX BTPAT Y SIKOCTI pe3yIbTary
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JUIS 4acTHX KJIacciB (30KpemMa KJac JIIOJWHY, Ha SKOMYy OyJe MpOBOJIUTHUCH

nepesipka Mozeni).’

4.2 IlepeBipka po00oTH MO/1eJ1i HA BJACHOMY JaTaceTi

Jlna epeBipky poOOTH MOeIi HEOO0X1/THO CTBOPUTH BIIACHHM JaTacer,
BUKOpHUCTOBYI0UM Mojieas MiDaS. [lepmmm kpokom Oyjie 3amyck Mojei
JIOKAJBHO, 110 BKJIIOYAE B ce0e BCTaHOBJIEHHS BCIX HEOOX1qHMX 010/110TEK Ta
cepenosuil. ITicis poro, pororpadis (puc 4.2), B nataceri Mae OyTH
mpomyIiieHa yepe3 moaesib MiDaS 115 mogaibinoi 00poOKH, Tics SKOT

dotorpadis Oyae BUTIAAATH K KapTa MmouHu (puc 4.3).

ADEEUBNTHT HATHONAARHIT VILBEPC TR PRI A5 S GIATDE
o 4 2

Pucynox 4.2 — IloyarkoBe 300paykeHHS sl CTBOPEHHS KapTH TJIMOWHU
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Pucynok 4.3 — 300paskeHHs micist 00poOku mepexero MiDaS

@doTO pe3yJIbTaTH Ta X BUBEJICHHS MPU BUKOHAHHI 3aBAaHHs JETEKIlli Ha

cranpaptHii Mojaeni RGB na BnacHomy maraceri (puc 4.4):

Class: person, Box: [319.89544677734375, 275.3390197753906,
341.9290466308594, 355.6991271972656], New Confidence: 0.61
Class: person, Box: [355.0561218261719, 277.4158935546875,
383.706298828125, 357.84918212890625], New Confidence: 0.47
Class:. person, Box: [660.9616088867188, 287.2187805175781,
691.7142333984375, 348.08160400390625], New Confidence: 0.43
Class: person, Box: [425.02728271484375, 294.58612060546875,
441.11163330078125, 346.72509765625], New Confidence: 0.34
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Pucynoxk 4.4 — Pe3ynbrar cTaHAapTHOT MOJIE1
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doto PE3YyJIbTAaTH Ta ix BHUBCICHHA IIPpU BUKOHAHHI 3aBJIaHH I[GTGKHﬁ Ha

MyJIbTUMO1aIbHOT Mojieni RGB-D Ha BiacHomy mataceti (puc 4.5):

Class: person, Box: [319.89544677734375, 275.3390197753906,
341.9290466308594, 355.6991271972656], Confidence: 0.73
Class: person, Box: [355.0561218261719, 277.4158935546875,
383.706298828125, 357.84918212890625], Confidence: 0.72
Class:. person, Box: [660.9616088867188, 287.2187805175781,
691.7142333984375, 348.08160400390625], Confidence: 0.58
Class. person, Box: [425.02728271484375, 294.58612060546875,
441.11163330078125, 346.72509765625], Confidence: 0.44
Class: person, Box: [418.2667236328125, 294.2995910644531,
440.416748046875, 346.74163818359375], Confidence: 0.40
Class. person, Box: [416.9227600097656, 295.60089111328125,
430.54656982421875, 347.0309143066406], Confidence: 0.31
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Pucynoxk 4.5 — Pe3ynbrat MyIbTUMOIAJIBHOT MOJIETT

Koj Ha BuBeIeHHS pE3yIbTATIB:

# otpumyemo bounding boxes

boxes = resultg 0] .boxes.xyxy # bounding box y surnsmi [X1, y1, X2, y2]
confidences = result 0].boxes.conf # iimoBipHOCTI A5 KOskHOTO bounding
box

class ids = results[0].boxes.cls

# Busin
for box, conf, clsin zip(boxes, confidences, class ids):

print(f"Class: { resultg 0] .nameg[int(cls)]}, Box: {box.talist()}, Confidence:
{ conf:.2f}")

JIns  TOpIBHAHHS pe3yibTaTl TakKoXX OyJdM BUKOPUCTAHI METPUKHU

OI[iHIOBaHHS €()EKTHBHOCTI MOJIEJIEH NEeTEKIlii 00'€KTiB:
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« MAPS50 (mean Average Precision at [oU=0.5) moka3ye cepeaHio TOUHICTh
mozeni npu mnoposi nepexpects (IoU) 0.5. Ile o3navae, mo o0'ektu
BBAXKAIOTHCA NPABHIBLHO po3mizHaHuMmu, sakmo loU 3 mpeackazanum
o0'ekToM niepeBunrye 50%.

« MAP (mean Average Precision) BimoOpaxkae cepeHio TOUHICTh MOJIEII Ha
pizanx moporax loU (Bix 0.5 10 0.95) 1 nae 3aranpHy OIIHKY ii pOOOTH.

o FPS (Frames Per Second) BuMiptoe mBUIKICTb poOOTH MOJENl, TOOTO
KUIBKICTh 300paKeHb, sIKi BOHA MOkE OOPOOHUTH 3a OHY CEKYH/TY.

Y Tabnuii HaBeIeH1 IOKa3HMKWA Uil JBOX BapiaHTiB YOLOvS: 3

KoJbopoBuMHU 300paxkeHHaMu (RGB) 13 qonatkoBoro rmmounoro (RGBD).

Tabmui 4.1 — MeTpukH OLIHIOBAaHHS

Model Input mAP50 mAP FPS
YOLOvV5 3ch 0.37 0.23 110
(RGB)
YOLOvV5 4 ch 0.39 0.25 95
(RGBD)

3uauenass MAP50 ta mAP cBiguate mpo Tte, mo momens 3 RGBD
300paKEHHSIMHM TAKOXK MA€ TPOXH Kpallly 3arajbHy TOYHICTb.
FPS Bka3ye Ha Te, M0 MOJIE/b, SKa BUKOPUCTOBYE 300pakKeHHS 3 JI0JaTKOBOIO
rmbunoo (RGBD), mpamroe tpoxu mosinmsHime (menme FPS) mopiBasiHO 3

MOJICIIITIO, SIKa BAKOPUCTOBYE TUTHKU KOJIHOPOBI 300pakenHs (RGB).
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4.3 BUCHOBOK 4€TBEPTOro po3aiay

VY mpakthnyHOMY po3aiuTi OyJo peami3oBaHO TOBHUM ITUKI TMOOYIOBU
MYJIBTUMOJAIBHOT CUCTEMU pO3Ii3HABAaHHS OO0 ’€KTIB Ha OCHOBI TJHMOWHHOI
iH(popMmarii, 3reHepoBaHoi Mepexero MiDaS, Ta mnepenHaBueHOi Mojeni
YOLOVS. OCHOBHOIO METOIO CTaJI0 JIOCTI/HPKEHHS BIUIMBY JIOAATKOBOTO KaHAy

rimbuau (Depth) Ha gKicTh AeTEKIIIi.
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BUCHOBKMH

VY nepumomy po3aiii 3iMicHeH0 ITUOOKUI aHalli3 MpeIMETHO1 00JIacTi
MYJIBTUMO/IaJIBHOTO PO3Mi3HABAHHS, TOCHIIKEHO CyYaCHUI CTaH PO3BUTKY
METO/IIB, TCHJICHIII1 Ta KJIFOYOB1 HAyKOBI mijaxoau. [IpoBeneHo ormsi
JITEpaTypH, MPUCBSIYEHOT METO/IaM 1HTerpallii MOAAIbHOCTEN, 0COOIUBOCTSIM
po6otu 3 RGBD-gannmMu, cyyacHUM apXiTeKTypam rMOMHHUX HEHPOHHUX
MepexX Ta MPUHIUIAM TOOYIOBU CUCTEM JAETeKIii. Takox po3risiHyTO ICHYIOYi
IHCTPYMEHTH, MOJIeJIl Ta 010J110TEKHU, 110 3aCTOCOBYIOTHCA Y MYJIbTUMOJATbHUX
pimeHHsx. Pe3ynbratoM ctano popMyBaHHS TEOPETUYHOI 0a3U Ta BU3HAYEHHS
KIIFOUOBUX MPOOJIEM, K1 TOTPEOYIOTh BUPITIICHHS.

VY apyromy po3aiii chopmysibOBaHO TEXHIUHI 3aBAaHHs, HEOOX1IH1 AJIs
noOyI0BH MYJIbTUMOAQIBHOI MOJIEIII: MPECTaBICHHS JaHUX, METO/IU 3JIUTTS
MOJAJIbHOCTEH, CTpaTerii BUPIBHIOBAHHS Ta y3roJKEHHs 1H(QOopMaIrii.
[IpoananizoBaHO pi3HI MIIXOAH 10 PEIPE3CHTALllT CUTHAJIIB, OMMCAHO TUIH
¢’ 1oxxH-MexaH13MiB (early, mid, late fusion), a Tako anrOpUTMHU BUPIBHIOBAHHS
Ta MOJOJaHHSA MIKMOIAIbHUX po30ikHOCTel. Lle no3Bonmno noOyayBatu
KOHLIETITyaJIbHY OCHOBY MallOyTHROT apXITEKTYPH Ta BU3HAYUTH, SIKI TEXHIUHI
XapaKTEePUCTUKU MA€ BPaXOBYBATH IIPAKTUYHA peajTizailisl.

VY TperboMy po3aii NpoBeIeHO po30ip apXITEKTYPHUX PILIEHb,
JTaTaceTIB Ta MPOrPAMHUX IHCTPYMEHTIB. SIk 6a30By Mozesb O0ysio 0OpaHO
Heliponny Mepexy YOLOVS, mo 3abe3neuye onTuMaibHUN OajgaHc MiX
TOYHICTIO Ta MBUAKICTIO. JIJ1si popMyBaHHS KapTu MHUOUHNA OOTPYHTOBAHO
BUKopucTanHsa mozen MiDaS, sika 3a6e3nedye BUCOKOSKICHY MOHO-CTEPEO
PEKOHCTPYKIII0 MHOUHU. Takox BU3HAUYEHO HaOip 01010TeK 1 PpeliMBOpKIB
(PyTorch, OpenCV, Ultralytics), 110 3a0e3meuytoTs eheKTUBHY peai3alliio Ta
CKCTIICPUMEHTAJIbHI TOCTIIKCHHS.

Y yerBepTOMY PO31iJIi BUKOHAHO MPAKTUYHY peasi3allito
MYJIBTEMOJIATTFHOT MOJIEN1, BKITFOUat0Un 00pOOKY TaHUX, IHTETPaIliio

IIIMOMHHOIO KaHaay Ta MoAudikariro apxirekrypu YOLOvVS mig early fusion.
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[IpoBeneHo HaBUaHHS 1 TECTyBaHHS MOJIeNI Ha BIacHOMY nataceti RGBD-
300paxeHb. OTprMaHi eKCTIepUMEHTAIbHI PE3YJIbTATH ITiITBEPANUIIH, 110

BUKOPHCTAHHS JJOJaTKOBOI MOJAIBHOCTI TNIMOWHY TT1IBUIILY€E€ TOYHICTh TETEKITii.
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