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AHOTANIA
3emnacekuit O.0. I[nenTudikaiis 300pakeHb 3a JIOMOMOTOIO IITYYHOTO
inTenekry. CrnemianpHicTh 122 «Komm’rotepri Haykm». OIl  «Komm’totepHi
texHoyorii oOpo6ku ganux (Data Science)». JloHenpkuil HaIllOHAJILHUN
yHiBepcuteT imeH1 Bacunsa Cryca, Binauis, 2025.

Y poboTi mOCHIIKEHO METOAM aBTOMATHUYHOI iAeHTH(iKalii 300pakeHp 13
BUKOPUCTAHHSIM TIIMOWHHUX HEUPOHHUX Mepex. [lopiBHSHO poOoTy Momeneit
ResNet50 ta Vision Transformer (ViT-B/16) y knacudixkariii 300paxxeHb, CTBOPEHUX
monuHoo Ta 3reHepoBaHux IIII. Po3poGieHo y3romkeHy Mojenb MiATOTOBKH Ta
ayrMeHTallll JJaHUX, 110 ITiJIBUIIYE TOYHICTh 1 CTIMKICTh MOJICJICH 10 IIIyMy Ta 3MiH
OCBITJICHHsI. Peali3oBaHO MOBHUM IIMKJI HaBYaHHS Ta CKCIIOPT MOAENeH i
MOJIaJILIIIOT0 BUKOPUCTAHHS B CUCTEMAaX 3 OOMEKEHUMU PECYPCaAMHU.

KinrouoBi cnoBa: MMITy4yHUW 1HTENEKT, DHMOWMHHE HaB4aHHs, ResNet, Vision
Transformer, kinacudikaris.
75 ct., 7 puc., 6 Tabi., 55 JKEpen.

ABSTRACT
Zelinskyi O.0. Methodological Aspects of Image Identification Using Artificial
Intelligence. Specialty 122 "Computer Science". OP "Computer data processing
technologies". Vasyl’ Stus Donetsk National University, Vinnytsia, 2025.
The thesis examines automatic image identification methods based on deep neural
networks. The performance of ResNet50 and Vision Transformer (ViT-B/16) was
compared for classifying human-generated and Al-generated images. A unified
preprocessing and data-augmentation program was developed to enhance accuracy
and robustness to noise and lighting variation. A complete training and model-export
pipeline was implemented for integration into resource-constrained systems.
Keywords: artificial intelligence, deep learning, ResNet, Vision Transformer,
classification.

75 pages, 7 figures, 6 tables, 55 references.
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BCTVYII

AKTyaJIbHICTBh po00TH. Y cyyacHOMY 1H(OpMaIITHOMY CyCIJIbCTBI 00poOKa
Ta aHai3 Bi3yaIbHUX JTaHUX HaOyBaroTh ocoOmmBoro 3Ha4eHHs. [[{ogerHo B Mepexi
[HTEepHET, coliallbHUX Meia, CUCTEMAaX BiJICOCIIOCTEPEKECHHS, MEAMYHUX TIPUIIATax
Ta MPOMUCIIOBHUX TMPOIECAX TEHEPYEThCS KOJOCATbHUN 00CSAT 300pakeHb. 3a
OLIIHKAMH aHATITUYHUX KoMIaHii, moHaa 80% iHdopmariii, IKy cripuiimae JroauHa,
€ Bi3yasJbHOO. Lle 3yMOBIIO€ HEOOX1AHICTh CTBOPEHHSI aBTOMAaTU30BAaHUX CHUCTEM,
3[IaTHUX IIBUJIKO, TOUHO Ta €(PEeKTUBHO 1eHTU(DIKYBATH 300PAKEHHS.

TpanuiiitHi METOIM KOMII IOTEPHOTO 30py, M0 OasyBaKWCs HA PYyYHOMY
BU/IIJICHH] O3HAK Ta KJIACUYHUX aJTOPUTMaxX MalUIMHHOTO HABYaHHS, JOBTUU 4Yac
3aJIMIIAINCS OCHOBHUM MIXOJ0M JI0 BUpIIIEHHA 3a7a4 11eHTudikanii. [Ipote Taki
METOH MaJIi OOMEKEHY THYUKICTh 1 4acTO He 3a0e31euyBaiu He00X1JHOT TOYHOCTI
npu poOOTI 3 BEIUKUMHU Ta Pi3HOPIAHUMU JaHUMU. CyTTEBUN NPOPUB BiJIOYyBCS
3aBISKM PO3BUTKY TEXHOJOTIA IITYYHOTO I1HTEIEKTY, 30KpeMa NIHMOMHHOTO
HABYaHHS Ta HEHPOHHUX MEpEeX, 10 A0 MOXIIMBICT ABTOMAaTUYHO BHUSBIISATH
3aKOHOMIPHOCTI y 300paXK€HHSX 1 CTBOPIOBATH YHIBEpCAJbHI MOIENl IS iX
pO3ITi3HaBaHHS.

Oco0nuBoi akryanbHOCTI HaOyBae Bukopuctanus metoxniB Il y chepax, ne
TOYHICTB 17IeHTU(IKALIT € KPUTUYHOIO: Y MEIMYHIM J1arHOCTHIII, CUCTEMAaX Oe3MeKn
Ta 61oMeTpii, aBTOHOMHOMY TPaHCIIOPTi, TPOMHUCIIOBIN aBTOMaTH3allii, ClIbChKOMY
rOCIIOIAPCTBI Ta Oararbox 1HIIUX rady3sax. [lomMuaka cucteMu MoXe MaTu Cepho3Hi
COIllaJibHI YW EKOHOMIYHI HACHIJIKH, TOMY MWUTAaHHS METOJOJIOTIYHUX AaCMEKTIB
3aCTOCYBaHHS IITYYHOTO IHTENEKTY J0 1AeHTH(IKaIi 300pakeHb € HaJA3BUYAWHO
BaYKJIBHM.

Kpim Toro, cTpiMKHii pO3BUTOK anmapaTHUX 3ac001B — rpadiyHUX IPOLECOPiB,
TEH30PHUX OOYUCITIOBAIIBHUX MOAYJIIB, CIEI1aII30BaHUX MIKPOCXEM ISl IITYYHOTO
1HTENEKTY — BIJIKPUBA€ HOBI MOXJIMBOCTI JIJIsl CTBOPEHHS MOTYKHHUX 1 B TOM 7K€ 4yac

ONTUMI30BAaHUX CHUCTeM po3mizHaBaHHsI. OmHak mocTae morpeda y BUPOOJICHHI



METOMIOJIOTIYHUX MiXOMIB, K1 O T03BOJWIN €(EeKTUBHO MOEIHYBATH MaTeMaTHYH1
MOJIeJNi, aJITOPUTMH Ta anapaTHi pecypcu AJis BUPIIICHHS 3aBIaHb 11eHTUIKAIIi].

TakuM dYMHOM, JOCHI/DKCHHS METOAOJOTIYHMX AacCHeKTIB 1aeHTUdIKamii
300pakeHb 3a JOMOMOTOI0 IITYYHOTO 1HTENEKTYy € CBOE€YACHHM 1 Ma€ BaKIIUBE
3HAYCHHS 5K JIJIS HAyKH, TaK 1 JJIs IPAKTUKH.

3B’S130K TEMHU 3 HAYKOBUMH MPOTpaMaMy Ta Cy4aCHUMH BUKIMKAMHU.

P03BHUTOK MITYYHOTO IHTENEKTY Ta KOMIT FOTEPHOTO 30pPY € OTHUM 13 KITFOUOBUX
HaIpsIMiB Cy4acHOi HayKHM M TEXHIKHM, IO TICHO IOB’S3aHUN 13 TIOOAJbHUMHU
TEeHJEHIIIMH ITudpoBizallii Ta aBToMaru3aiii. B yMoBax 4eTBepTOi MPOMUCIOBOI
pesomtonii  (Industry 4.0) ineHTudikaimis 300pa)keHb BHUCTyNa€ HEOOX1IHOIO
CKJIQJIOBOIO 1HTEJIEKTYaJlbHUX CHUCTEM, M0 37aTHI TMpaIfoBaTd aBTOHOMHO,
B3a€EMOJISITHU 3 (DI3UYHUM CEPEOBUIIEM Ta MPUHUMATH PIIIEHHS 0€3 Y4acTl JIOIUHU.

JocnimkenHs y 1iid cdepi BIANOBIAAIOTh CTPATErIYHUM 3aBIAHHIM PO3BUTKY
1HGOpPMAIIITHUX TEXHOJIOT1H, Ki0epOe3neKru, OXOPOHU 3A0pOB’Sl Ta TPAHCIIOPTY.
3actocyBanHus MetoiB 1111 y po3nizHaBaHH1 300paxeHb 0€3110CEPETIHBO BIIMBAE HA
AKICTh JKUTTSI CYCHIJIbCTBA, pIiBEHb O€3MeKku Ta €QPEKTUBHICTH BUPOOHUYHMX
MPOLIECIB.

Mertoro Marictepchkoi poOOTHM € aHami3 iaeHTu(dikanii 300pakeHb 3a
JIOTIOMOT OO IIITYYHOTO IHTEJIEKTY, a TaKO)K BHU3HAYCHHS CyYacHUX ITIJXOIIB Ta iX
3aCTOCYBaHHS y Cy4acHUX 1HQOpPMAIHHUX CUCTEMaX.

Jl1st nocArHeHHs MEeTH y po0OoTI Tiepen0aueHo po3B’s3aTu TakKi 3aBIaHHS:

1. IlpoananizyBatu Cyd4acHHIl CTaH PO3BUTKY METOMIB iJeHTU]IKAII]
300pakeHb.

2. JlocaiauTy MOXJIMBOCTI 3aCTOCYBaHHSI INTYYHUX HEHUPOHHUX MEPEK,
30KpeMa 3rOPTKOBUX 1 TPAHC(HOPMEPHUX apXITEKTYP.

3. BusHauuTtu mepeBar Ta OOMEXEHHS BUKOPUCTAHHA METO/IB TIIMOMHHOIO
HABYAHHS Y MMPAKTUYHUX 3aBIaHHSX.

4. CTBOpPUTH Ta HABUMUTHU JIB1 MoJeNl JuIsl imeHTUdiKallii 300pakeHh Ha OCHOBI

PI3HHUX apXiTEKTYP.



5. IlpoBecTu MopiBHSJIBHUI aHaJI3 pO3pOOJIEHUX MOJICNICH 3a TOKa3HUKAMHU
TOYHOCTI, MBUAKO/II Ta CTIMKOCTI JIO TIIyMiB.

O0’exTOM JOCHiIKeHHs1 € Tporiecd 1AeHTH(IKaIli 300pakeHb Yy
KOMIT FOTEPHUX CUCTEMAX.

IIpeameToM A0CTiTKEHHS € METOIM 3aCTOCYBAHHS IMITYYHOTO 1HTEICKTY IS
imenTudikarii 300pakeHb.

Metonu pocaimkeHHsi. Y Tpolieci BUKOHAHHS pPOOOTH BHKOPHCTOBYBAJIHCS
METOJM aHalli3y Ta CHUHTE3y HAyKOBOi JITeparypy, CHUCTEMHHUM MIAXIT [0
y3arajbHEHHS ICHYIOUMX aJITOPUTMIB, a TAKOK MOJIECIIOBAHHS M €KCIIEpUMEHTAIIbH1
JOCTIJKEHHS 13 3aCTOCYBaHHSIM HEHUPOHHMX Mepek. 3aCTOCOBAHO MaTeMaTUYHUN
amapar JiHIAHOT anreOpu, Teopli WMOBIPHOCTEH, ONTHUMI3AIli Ta METOAU
OOYHCITIOBAIBHOTO €KCIIEPUMEHTY.

HaykoBa nHoBuM3HA. HaykoBa HOBH3HA MariCTepChKoi poOOTH TOJIATaE y
pO3pO0JIEHHI Ta EKCIIepUMEHTAJIbHIA TepeBipil JIBOX Mojenei ileHTudIkari
300pakeHb, MOOYAOBAaHMX HA NPHUHIMIIOBO PI3HUX apXITEKTypPHHUX MIIXOIaX —
3TOPTKOBUX HEWPOHHHMX MEpEkax Ta Bi3yaJllbHHX TpaHchopMmepax. Ha BinmMiHy Bin
ICHYIOUHX JIOCTIIKEeHb, € BAKOPUCTOBYIOTHCS FOTOBI1 KOH(DIrypallii a0 pe3ysabTaTu
CTOPOHHIX €KCIEPUMEHTIB, Y POOOTI BUKOHAHO MOBHUM LIUKJI CTBOPEHHS MOJEJIEH:
dbopMyBaHHS J1aTaceTy, MiArOTOBKA JaHUX, TPOEKTYBAHHS apXITEKTyp, HABYaHHS Ta
OL[IHIOBaHHS.

HoBu3Ha nocmipkeHHsl Mojsirae y BUSHAYEHH] BIUIMBY apXITEKTypU Mojelei
Ha SKICTh 1IeHTU(]IKAIlI] 32 OJJHAKOBUX YMOB HaBYaHHS Ta TecTyBaHHS. OTpumaHi
pe3yJIbTaTH J103BOJISIOTh BCTAHOBUTH 0COOIMBOCTI 0OpOOKH Bi3yanbHOI 1HPOpMaIIli
JUISL PI3HHX ITIXOIB JI0 TOOYI0BH HEMPOHHHUX MEPEK, a TAKOXK BUSBUTH ITPAKTHYIHI
BIJIMIHHOCTI Y TOYHOCTI, IIBUJIKO/11 T CTIMKOCTI1 10 CIIOTBOPEHB BXI1JTHUX JAHUX.

3anponoHOBaHMIA MIIX1A Ja€ MOXKIIMBICTh CPOPMYBATH OOTPYHTOBaHI KpUTEPii
BUOOPY apXITEKTypH IJisl peaibHUX 1H(GOPMAIIMHUX CUCTEM, [0 BUKOPUCTOBYIOTh
1aeHTrdiKalio 300paxenb. OTpUMaHi eKCIIEpUMEHTaIbHI BACHOBKU MOXYTh OyTH

BUKOPHCTAHI IMi]1 YaC MPOEKTYBAHHS IPUKJIAHUX PIIIICHb, 1€ BAXKINBO 3a0€3MeUnTH
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HaJIHHY pOOOTYy aJrOpUTMIB Yy 3MIHHOMY CEpPEIOBHUINI — BIJI aBTOMAaTH3aIlli
BUPOOHUYHMX TIPOIIECIB IO CUCTEM BUSBJICHHS IMITYYHO 3reHEPOBAHOTO Bi3yaJbHOTO
KOHTEHTY.

IIpakTuyHe 3HaYeHHsl. Pe3ynprati poOOTH MOXYTh OyTH BUKOPHUCTaHI Y
CTBOPCHHI IHTENEKTyaJIbHUX CUCTEM I MEAWIIMHHU, TPAHCIIOPTY, MPOMHCIOBOL
aBTOMaTH3allii, CUCTeM Oe3IeKH Ta 1HIIHNX rajy3ei. 3amponoHOoBaH1 METOAOJIOT14HI
MIIXOMW 3AaTHI MIABUIIMTH €(PEKTUBHICTH pPOOOTH CHCTEM imeHTU(IKaIli,
3MEHILIUTH PU3UK MOMUJIKOBUX PIIICHB 1 COPUSITH PO3BUTKY HUPPOBOI EKOHOMIKH
VYkpainu.

Crpykrypa podoru. Marictepchka poOOTa CKJIQNAEThCS 31 BCTYILY, TPhOX
pPO3/UTIB OCHOBHOI YaCTHMHU, BUCHOBKIB Ta CIHUCKY BUKOPUCTAHUX JIXKepel. Y
NEPIIOMY PO3AUIL PO3IISHYTO TEOPETUYHI OCHOBM Ta Cy4YacHl HIAXOOU [0
imenTudikaiii 300paxeHb. Y IpyromMy po3aiii MPOBEAEHO aHAI3 METOI0JIOTTYHUX
aCIEeKTIB 3aCTOCYBaHHS INTYYHOTO IHTENEKTY. Y TPEThOMY pO3IUIl TOJAHO
MpaKTUYHI peKoMeHfalii Ta mnepcrektuBu BukopuctanHs LI B imenTudikarii
300pakeHb.

Amnpobanisa pe3yabTariB  JAocailKeHb. Pe3ynbraty  kBamidikaliiiHoi
(Marictepcbkoi) poOOTH anpoOOBAHO Ha:

1. IV MixnaponHiii HayKoBO-TIpakTH4HIM KoHpepenii «[Ipuknagni  acnexkTu
CYyYaCHUX MDKJIUCHMIUTIHAPHUX TOCTIIKEHBY , M. BiHHuUIA, 5 uctonaza,
2025 p. Biaaums: JouHY imeni Bacuns Cryca, 2025. Te3u Ha temy:
«3acToCcyBaHHS METOMIB INTYYHOTO IHTENEKTY i  ifeHTUdIKaIii
300pakeHby (IPUIHSTO A0 JPYKY).

2. VI Bceykpainchkiii HaykoBo-mipakTuuHid KoH(pepeHIli «Komm roTepHi
TexHoJorii 00pooku nanux (KTOJ 2025)», M. Binauns, 5 rpyaas 2025 p.
Binnums: JlouHY imeni Bacuns Cryca, 2025. Te3u Ha Temy:
«IHTEepmpeTarlii pe3ynbTariB IMITYYHOTO IHTEJNEKTY MpH 1AeHTH}IKAI]

300paxeHby» (MPUIHATO 10 IPYKY).



PO3LI 1
TEOPETUYHI OCHOBM IIEHTH®IKAIIIT 30BPAKEHD 3A
JJOMOMOI'OI0 IITYYHOI'O IHTEJEKTY

1.1. HonsaTTs inenTudikanii 300paxkeHb Ta ii 3HAYEHHSA

InenTudikarist 300pa’keHb HAJICXKHUTh J0 KIOYOBHX HAMPSIMIB PO3BUTKY
CYy4aCHUX TEXHOJIOT1M MITyYHOTO I1HTEJIEKTY Ta KOMI IOTepHOTO 30py. [lix mum
MOHATTSAM PO3YyMIIOTH TPOIEC BU3HAYCHHS, Kiacudikarii abo po3mi3HaBaHHS
00’€KTIB, CLIEH 1 CTPYKTYp Ha 300paKCHHSX 3a JOMOMOTOK MaTeMaTHYHHX
aJTOPUTMIB Ta 00UUCITIOBAIBLHUX Mojeliei. OCHOBHA MeTa 1bOTO MPOLIECY MOJSATae
y TIepeTBOPEHHI1 Bi3yalbHOI iH(popMallii y opMy, MPUAATHY 1JiI ABTOMATH30BAHOTO
aHajizy, 3 MOJaJbIIMM BIJIHECEHHSIM 3HaIEHUX 00’€KTIB JO0 MEBHUX KJaciB ado
kareropiii [3, 7, 25, 27]. Inentudikaiiis € pyHIaMeHTaIbHOIO CKJIaJ0BOI0 Oy/Ib-IKOi
CHUCTEMHU KOMII'FIOTEPHOTO 30py 1 YacTO BHCTYIA€ MEPIIMM KpPOKOM Y OLIbII
CKJIQJIHUX aHAJITUYHUX 200 KOTHITUBHUX MPOIIECaX.

[lepur cripoOu aBTOMaTUYHOI 0OPOOKHM Bi3yasibHOI 1H(OpMAIli 3’ ABUIHCS Y
npyrii moiaoBuHI XX cTomiTTsa. Tomi MeToau Oa3yBaiucs Ha KJIACHYHHUX IT1X0/Iax
KOMIT FOTEPHOTO 30pY, Kl BKJIIOYAIM py4YHE BUAUICHHS O3HAK, aHAJ3 KOHTYDIB,
BUKOPHUCTAHHS TICTOTpaM Ta aJTOPUTMIB MIA0JIOHHOTO MOPIBHSHHSA. 3HAYHOTO
MOIIUPEHHsT HAOYIM METOAU BU3HAYCHHS KIt04oBUX TouoK, Taki sik SIFT ta SURF,
110 3a0e3MevuyBaJid CTIMKICTh /10 3MIH MaciITaly, MOBOPOTIB Ta OCBITIIEHHs. OaHaK
111 TTAX0U Oy OOMEXKEH1 CKIIAIHICTIO PYYHOTO Mi00py O3HAK Ta 3aJIEKHICTIO BiJ
YMOB 3HOMKH, III0 0OMEKYBaJIO IXHIO YHIBEpCalbHICTH [3, 9, 25, 27, 28, 29].

CrpaBxHiit ipopuB BinOyBcs Ha modarky 2010-X pokiB 13 BOpPOBAHKEHHIM
TEXHOJIOTI TITMOMHHOTO HaBUaHHA. 3TOpTKOBI HeWpoHHI Mepexi (CNN) cramm
OCHOBHUM 1HCTPYMEHTOM PO3IMI3HABaHHS BI3yaJbHUX OO €KTIB, 3a0€3MEYMBIIN
CYTT€BE MIJIBHUIINCHHS TOYHOCTI Ta aJaNTUBHOCTI cucTeM. [lomanmbiuii po3BUTOK

npuBiB A0 TosBU TpaHchopmepuux wmopaeneit (Vision Transformers, ViT), ski
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3aBMIAKU 3/1aTHOCTI OOpOOJIATU BENMKI OOCSATH JaHUX Ta BPAaXOBYBaTH KOHTEKCTHI
3B’A3KU MAHSUIN 1IeHTU(IKAIIIO HA SIKICHO HOBUH PIBEHb.

Bapro 3a3HaunTH, 110 Cy4acH1 CUCTEMH MOEHYIOTh K KJIACHUYHI IMiAXOAH, TaK
1 Cy4acHI METOIM TIMOMHHOTO HaBYAaHHS, CTBOPIOIOYM TiOpHIHI MOAENI, 3/aTHi
e(eKTUBHO MPALIOBATH y MIMPOKOMY CIIEKTPi YMOB: BiJl 3MiHHOTO OCBITJIICHHS JI0
CKJIaIHUX (POHOBUX CTPYKTYD [25, 27, 28, 29].

Y mudpoBy enoxy BizyallbHa 1HPOPMAITIS € OTHUM 13 HAUTIOMIUPEHINTUX THITIB
nanux. [l{omHs CTBOPIOIOTBCS MUIBHOHM 300pakeHb — Big Qororpadiit y
COLIIAVIBHUX MEpekax [0 JaHUX 13 TPOMHUCIOBUX KaMep CIOCTEPEKECHHS YU
MeIUYHOTO oOnajgHaHHs. PyuHuil aHani3 Takux OOCSTIB JaHUX MPAKTUYHO
HEMOXXJTUBHM, TOMY aBTOMAaTHU30BaH1 CUCTEMH 1IeHTH(IKAIlT € He3aMIHHUMU [7, 11,
1341 R 20/ 2\

VY MenuuHiil cdepi cucTeMH aBTOMATUYHO BUSIBISIOTH IMATOJIOTIT HAa 3HIMKAX
KT, MPT ta peHTreHOJI0r1YHUX JOCHIIKEeHb, ITiABUITYIOYM TOYHICTh J1arHOCTHUKHU
Ta 3MEHUIYIOYM HAaBaHTAXXCHHS Ha JKapiB. Y cdepl O€3MeKH TEeXHOIOrIl
1meHTrdiKarii J03BOJISIOTH PO3IM3HABATH OOIMYYsI, OI[IHFOBATH MOBEIIHKY JIFOACH 1
OTIEPAaTUBHO pearyBaTW Ha MOTEHLINHI 3arpo3u. Y MPOMHCIOBOCTI Il CHUCTEMH
3a0€e3Meuy0Th KOHTPOJIb SKOCTI MPOJYKIli, BUSBICHHS NEe(PEKTIB Ta MOHITOPUHT
TEXHOJIOTIYHUX TporeciB. Y cdepi aBTOHOMHOTO TPAHCHIOPTY 1aeHTH(IKAIISA
00’€KTIB J03BOJISIE CHCTEMAM CAMOCTIMHO BU3HAYATH IOPOXKH1 3HAKH, MIIIOXO/IB Ta
TPaHCIIOPTHI 3aco0u, 3abe3rneuyroun Oesneune nepecysanns [7, 11, 13, 17, 20, 25,
27].

PosrnsHemMo MeToAoJoTiuHl acrnekTy iAeHTu@ikamii 300paxenb. Ilporec
1meHTrdIKaIii 300paXeHb CKIATAETHCS 3 KITBKOX KIIFOYOBUX €TalliB:

1. Ilonepennss o0poOka — HOpMadi3alis OCBITICHHS, YCYHEHHS IIyMiB,
M1JIBUIIICHHSI KOHTPACTY Ta MPUBEICHHS 300pakeHb 10 eAuHOTO popmary. Lle
MOKpAIy€e SKICTh BXIIHUX JaHUX 1 3a0e3nedye OUIbLI cTablIbHE HABUYAHHS

MOJICIICH.
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2. BuaisieHHs 03HaK — MEPETBOPEHHS 300payKeHHs y HaO1p XapaKTEPUCTHUK, K1
HECYTb 1H(GOPMAIIIIO PO HOTO CTPYKTYPY. Y CydaCHUX CHCTEMax ITTMOMHHOTO
HaBYaHHS LIeH POIIeC aBTOMATU3YETHCS, 1[0 3HAYHO MIABUIILY€ €(hEKTUBHICTh
MOJIEJIEN.

3. HaBuanHsa wMomemi — airopuTMH MAaIIMHHOTO HaBYaHHS BUSBISIOTH
3aKOHOMIPHOCTI B HaBUaJbHUX JAHUX Ta 3aCTOCOBYIOTh iX JJIst
MIPOTHO3YBaHHS Ha HOBUX MPHUKJIAIaX.

4. OuiHOBaHHS PE3yJbTaTiB — BUKOPUCTAHHS METpUK (TouHicTh, F1-Mipa,
MOBHOTA) JUIsl KITbKICHOTO aHaji3y €()eKTUBHOCT1 CUCTEMH.

SAxicTh 11eHTH(IKALIT 3HAYHOIO MIPOIO 3aJIEKUTh B1Jl 00CITY Ta KOPEKTHOCTI
nanux. HemoBHi, 3amrymiieHi ab0 HeENMpaBUJILHO aHOTOBaHI BHOIPKH 3HUXKYIOTh
e(heKxTUBHICT, Mojelield. ToMy peTelibHE OUMINCHHS, 30aJaHCYyBaHHS Ta aHOTAIlisd
JIAHUX € HEB1JI’ EMHOIO CKJIQJIOBOIO METOAOJIOTIYHOTO Tporiecy [8, 15, 16, 25,27, 28].

Cy4acHi JOCIIIKEHHS CIIPSIMOBaH1 Ha CTBOPEHHSI CUCTEM, 3/IaTHUX MIPAIlOBATH
y peajbHOMY 4acl Ta IHTErpyBaTUCs y MOBCAKACHHI TEXHOJIOTYHI1 nporecu. Edge Al
NEPEHOCUTh OOUMCIEHHS 0E€3M0CEPEAHbO Ha MPUCTPOT KOPUCTYBaya, 3MEHIIYIOUH
3aTPUMKH Ta MiABUIIYyIOUM Oe3meKy. Takok aKTMBHO PO3BUBAETHCS 3aCTOCYBAHHS
iaeHTudikaiii y gonoBHeHii (AR) 1 BipryanbHiil peanbHocT (VR), A€ cucrema mae
B3aEMOJIISITH 3 00’ €KTaMU y peasibHoMY cepenoBuiii. [lapanensHo 3pocrae yBara 10
€TUYHOCTI Ta 3aXMUCTY MEPCOHAJIBHUX JAHUX, OCKUIBKM TEXHOJIOT1l PO3Ii3HABAHHS
nenai OuIbIlne BIUTMBAIOTH HA MIPUBATHE KUTTA Jtoquuu [27, 29, 31].

OTrxe 1neHTudikailis 300pakeHb € HEB1Jl'EMHOIO YACTHHOIO CHCTEM IITYYHOTO
1HTEJEKTY Ta OCHOBOIO JJIsi CTBOPEHHS PO3YMHHUX pILIEHb Yy PI3HUX Tainy3sx. Bona
MOEIHYE MAaTeMaTU4HI METOIM, MAIIMHHE HAaBYAHHS Ta KOMIT IOTEPHHUM 3ip s
e(eKTUBHOTO aHaJi3y Bi3yasibHOI iH(popMartii. Big akocTi naHux, modynoBu Mol
Ta TOYHOCTI OLIIHIOBAaHHS PE3YJIbTATIB 3aJIEKUTh €(PEKTUBHICTh TAaKUX CHCTEM. 3
OISy HAa TEMIOM  PO3BUTKY  TEXHOJOTH, 1neHTHUdIKalid  300pakKeHb

NPOAOBXKYBaTUME BIAIrpaBaTH CTPATETiuHy poOJib Y MEAMIMHI, MPOMHCIOBOCTI,
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TpaHCIOPTi, Oe3merl Ta HAayKOBUX JIOCHIDKCHHSIX, CTalyd BCe  OUIbII

YHIBEPCAJIBHOIO 1 MOTYKHOIO CKJIaJOBOIO ITU(POBOTO CEPEIOBHUIIIA.

1.2. MeToau KOMII’IOTEPHOTO 30PY

Komm’rotepauii  3ip € MDKIUCIUIUIIHAPHOIO —Taly33i0, IO IMOEIHYE
MaTeMaTU4YH1 METOJIH, aJITOPUTMU OOPOOKH CUTHAIIIB 1 MTIAXOU IITYYHOTO 1HTEJIEKTY
JUIT aBTOMAaTUYHOTO aHali3y Ta IHTepHpeTalii BizyaiabHOi iHopmaiii. OCHOBHE
3aBHaHHS 1€l cdepu Mojsrae y CTBOPEHHI CHUCTEM, 3JaTHUX «CIPUUMATH
300pakeHHSI Ta PO3YMITH iXHI1M 3MICT, MOIOHO J10 JIFOJCHKOTO 30py. KoMt roTrepHuit
3lp HE OOMEXKYEThCSl MPOCTOI Kiacu(IKalierd 00’€KTiB: BIH BKJIKOYae B cede
pO3Ii3HaBaHHs CIIEH, BIJIICTEKEHHS PyXy, OLIHKY TIMOMHH, PEKOHCTpYKIlito 3D-
MOJIeJIe 1 HaBITh MPOTHO3YBaHHS OuHaMmiku o0’ekTiB [3, 9, 25, 27]. OgnumMm i3
LHEHTpaJIbHUX HaNpsMIB KOMIT IOTEPHOTO 30py € 1AeHTH(]iKalis 00’€KTiB, IO
nependadae BUSBJICHHS, PO3IMi3HABAHHS Ta KiacUQIKallilo Bi3yaJbHUX 00’ €KTIB 3a
JIOMIOMOT OO PI3HUX AJITOPUTMIYHUX IT1IXO1B.

Po3rsineMo  kitacuuHi MeTtoau oOpoOku 300pakeHb. IlodarkoBi ertanu
PO3BUTKY KOMIT FOTEPHOTO 30py TIPYHTYBAJIWCS Ha BHKOPUCTaHHI TpPaIUIIHHIX
MaTeMaTHYHUX Ta CTATHCTUYHUX aJTOPUTMIB, SKI HE TOTpeOyBay MOTEPEIHHOTO
HaByaHHs. 1[I Meronu nepenbavanu pyune GopMyarOBaHHS TPABWI Ta BUIIICHHS
O3HaK JJIsl po3ni3HaBaHHs 00’ €kTiB. OCHOBHI Cepe/l HUX:

o 00poOka koHTYpiB 1 KpaiB. Anroputmu Canny, Sobel 1 Laplace no3Bosmsuiu
BUJIIJISITA TPAHUIl 00 €KTIB MUISXOM aHali3y PI3KUX 3MiH sickpaBocti. Lli
METOJY A00pe MpaLoBaIA Y CTAaOUIBHUX YMOBAX, MPOTe Oy/IH Yy TIMBUMH JI0
HIyMiB, TiHEH Ta mMaciuTabHMX TpaHcdopmaiiidl. BogHouac BoHU ciyryBaiu
HAJIHHOK OCHOBOIO ISl TIOMEpPEAHBOT MIATOTOBKKM 300pa)keHb TMepen
MoAAIBIINM aHaji3oM [3, 9];

e TICTOTpPaMU Ta KOJIIPHI POCTOPH. AHAJI3 PO3MOILITY KOJBOPIB Y MPOCTOPAX

RGB, HSV a6o Lab 103BOJiIB BHKOHYBaTW CErMEHTAIlil0 OO0 €KTIB 1
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KJacudikaiio 3a KOJIbOPOBUMH XapaKTEPUCTHUKaMH, 110 OyJI0 OCOOJMBO
KOPHUCHUM Y TIPOMHUCJIOBHX CHCTEMaxX KOHTPOJIIO SIKOCTI;

BUAUICHHS KiodoBux Todok. Meromu SIFT (Scale-Invariant Feature
Transform) 1 SURF (Speeded-Up Robust Features) BusiBnsim yHiKaabHI
TOYKH 300paKeHHS, CTIHKI 10 3MiH MacmTady, TOBOPOTIB Ta OCBiTIeHHS. Lle
JlaBajio 3MOTY TOPIBHIOBAaTH Ta PO3Mi3HABAaTH O0’€KTH HABITh y CKJIAJIHHUX

yMOBax 3UoMkH [3, 9, 25, 27, 28].

[lepeBaroro KjiacCMYHMX METOIB Oyjia iXHSI MPOCTOTA, HEBEJIMKAa MOTpeda B

OOYMCITIOBAILHUX pPecypcax 1 MBHUAKICTh peanizaiii. [I[pore BoHU AeMOHCTpyBaIu

OOMEXEeHY TOYHICTh 1 MOTaHO MPAIIOBAJIM y BUIIAJKAaX CKJIAIHUX CIIEH, PI3HOTO

OCBITJICHHs 200 EPEKPUTTS 00’ EKTIB.

3 PO3BUTKOM OOYMCIIOBAIIBHUX MOMJIMBOCTEH 1 3pOCTaHHAM OOCSTIB TaHUX Y

KOMH’IOTepHOMy 30pi I[mo4ajini aKTUBHO 3aCTOCOBYBATUCA AJITOPUTMH MAIIMHHOTO

HaBuaHHs. BoOHM JT03BOJIMIIM aBTOMAaTH3yBaTH Iporiec MoOya0BU KiacudiKaIliiHuX

MoJieNiel 1 3HaXOMKEHHS 3aKOHOMIPHOCTEN y AaHUX:

MeTo; onopHuX BekTopiB (SVM). BuxopuctoByerbes st Kiaacugikariii
00’€KTIB Ha OCHOBI O3HaK, BUIUIEHUX 13 300paxkeHb. Metoq Qopmye
ONTUMAJIbHY TINEPIUIOIIMHY, IO PO3AUIAE Kiach, 1 3a0e3leuye BUCOKY
TOYHICTb MTPU MaJKUX BUOIpKax;

meton k-Nearest Neighbors (KNN). IpyHTY€ThCS Ha TOPIBHSIHHI HOBOIO
300pakeHHs 3 HAWOMMKIMMU 3pa3kaMd B HaBualibHIM BuOipmi. ITimxinm
MIPOCTHM, alie Ma€e 0OOMEKEHY MacCIITaA0OBAHICTh JJIsl BEIMKUX HAOOPIB TAaHUX
Yyepe3 BUCOKY OOUMCITIOBAIBHY CKIIaIHICTB;

Random Forest. AncamOmb pilieHb, 10 MOEAHYE PE3yIbTaTH KiJTbKOX TEepPEeB

kjacuikaiii, 3a0e3neuyroun CTIMKICTh A0 IIyMY Ta IepeoOydeHHs;

Xoua 34aCTOCYBaHHA MAIMHHOI'0O HaBYaHHS 3HA4YHO Hi)IBI/IH_[I/IJ'IO TOYHICTh

1meHTrdIKarii 06’ €KTiB, I[i METOIN 3aJTUINIATUCS 3aJICKHUMH B1J] pyYHOTO BUIJICHHS

O3HaK, 1110 00MeXKyBajIo IXHIO YHIBEpCAJIBHICTS [8, 15, 16, 25, 27, 28].
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CrpapxHiil MPOpPUB Yy KOMIT FOTEPHOMY 30pi BiIOYBCS 13 BIIPOBAKEHHSIM
IMOWHHOTO HABYaHHSA, IO JIO3BOJIMJIO BIIMOBHUTHCS BiJl Py4HOTO (DOpMyBaHHS
o3HaK. HelipoHHI Mepexi caMOCTIHO HaBYAIOTHCS BUIUIATH KIIOUOBI €JIEMEHTH
300paKE€HHS Ha OCHOBI BEJTUKOI KiJTBKOCT1 MPUKIIAIB:

« 3roptkoBi HelpoHHI Mepexi (CNN). BUKOpUCTOBYIOTh 3TOPTKOBI MIApH ISt
aHamizy JokanbHUX CTpykTyp. CNN aBromMaruuHoO BUAUISIOTH MAaT€pHU
PI3HOTO PIBHS CKJIAJHOCTI — BIJ] KpaiB 10 00’ €KTIB BUCOKOTO PIBHS;

o perionanbHi Mepexi (R-CNN, Fast R-CNN, Mask R-CNN). Iloennyrotb
BUSBJICHHS O0’€KTIB Ta iXHIO Kiacu@ikalliio, BH3HAYAIOUM TOYHI MEXI
po3TaiiryBaHHs 00’ €KTIB Ha 300paKeHHI;

o Vision Transformers (ViT). AHamnizytoTb 300pa’k€HHSI K TOCIIIOBHICTb
dbparmeHTiB (patches) 1 BUSBISIOTH MIOOATBHI 3aJ€KHOCTI MK HUMH 3a
JIOTIOMOT0I0 ME€XaH13My camoyBaru (self-attention).

3aBASKM MM MOJAEISAM TOUHICTh 1leHTU]IKaIll 300pakeHb y JESKHUX
3aBIAHHSX TICPEBHINYE JIIOACHKE  CIOPUHHATTA. Taki METOAW  aKTHUBHO
BUKOPDHCTOBYIOTBCS Yy  MEIMYHIA  JIIarHOCTHUIN, AaBTOHOMHOMY KepyBaHHI
TPaHCIIOPTOM, MPOMHUCIIOBIM THCIIEKIIIT Ta CUCTeMax BiJieocnocTepeskenns [7, 11, 13,
17, 20].

OfHMM 13 BOKITUBUX HAMPSMIB Cy9aCHOTO KOMIT IOTEPHOTO 30PYy € CETMEHTAIlis
Ta JETEKISI 00’ €KTIB:

e CCTrMEHTAalllsl 300pakeHb IMepeadavae IMOALT CIEHM Ha 00JacTi, IIo
BIIMOBIAIOTh  TIEBHMM  KilacaM  00’ekTiB.  Po3pi3HsA0TH  semantic
segmentation, KOJIM KOJKEH IMIKCEJb HAJIEKUTh JI0 IEBHOTO KJlacy, Ta instance
segmentation, ¢ BUAUIAIOTHCS OKPEM1 €K3eMIUIIpU 00’ €KTIB;

o JIETEKIsl O0’€KTIB MOJIATAE Y BU3HAUEHHI MICISI pO3TallyBaHHS OO’ €KTIB 1
ixHpoi knacudikarii. s 1poro mupoko BUKOPUCTOBYIOThCA mMojeni CNN,
R-CNN Tta YOLO, mo 3abe3nedytorb 0OpoOKy 300pakeHb y pexuMi
peansHOro yacy [25, 27, 29].
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[lepelinemMo A0 cydacHUX TEHICHIIIH Ta KOMOIHOBaHMX TiaxoaiB. Ha
Cy4aCHOMY €Tal PO3BUTKY CIIOCTEPIraeThCs TEHACHINS 1O TOETHAHHS PI3HUX
METO/IB y €/IUHI T1OpuHI cucTeMu. BoHu KoMOIHYIOTh INIMOOKI HEMPOHHI MEPEXi 3
KJIACHYHUMHU ~ QJITOPUTMaMH JUIsl  IMJIBHINCHHS TOYHOCTI TIpH  OOMEKEHHX
oOUMCITIOBAIBHUX pecypcax. BomHouac akTHBHO pO3BUBAEThCS HampsMm  self-
supervised learning, sikuii 103BoJIss€ HABYATHCSI 0€3 MOTPeOU y BEIMKUX OOcCsATax
PO3MIYEHUX JaHUX, CIPOLTYIOUN MPOIIEC PO3POOKHU MOACNIEH 1 BiIKPUBAIOYN HOBI
MOXKJIMBOCTI JJIsL JOCIIKeHb [27, 29, 31].

3 1OT0 MOXKHA 3POOMTH BHUCHOBOK IO E€BOJIOIIS METOJIB KOMII IOTEPHOIO
30py MPOUIIIIA NIUIAX Bi MPOCTHX MATEMAaTHIHUX MOJEICH M0 CKIATHUX MOICIICH
IMOMHHOTO HaB4aHHs. CydacHl MIAXOIU JI03BOJISIIOTH aBTOMATUYHO aHalli3yBaTH
BEJUKI 00CSATH BI3yaJibHOI 1H(OpMaIlli, pO3Mi3HABATH CKJIAJHI CTPYKTYpU Ta
MpaloBaTu y pexumi peanbHoro yacy. KomOiHyBaHHS TpaauiiHUX 1 HOBITHIX
METOJ[IB CTBOPIOE OCHOBY [JIsl IMOAQJIBIIOTO PO3BUTKY CHUCTEM 1JaeHTU(IKAIT
300paK€Hb, 110 3HAXOATh 3aCTOCYBaHHS Y MEIMIIMHI, TPAHCIIOPTI, IPOMUCIIOBOCTI,
Oe3merll Ta HAyKOBUX JIOCIIDKEHHSIX, 3a0e3Meuyroud BUCOKY €()EeKTHUBHICTH Ta

HamiuicTs [7, 11, 13, 17, 20, 25, 27, 29].

1.3. BuxkopucraHHsi HeHpPOHHHX Mepex Yy 3aBIaHHAX igeHTHikamii
300paxkeHb

[tyuni Heriponni Mepexi (IIIHM) BimirparoTh KIIIOYOBY pOJib Y CyYaCHUX
CHUCTEMax KOMIT IOTEPHOTO 30py, OCKUIBKM CaM€ BOHU JO3BOJISIIOTH MOJEIOBATH
KOTHITUBHI IPOLIECH JIFOAUHU T1J] Yac COPUUHSTTS Bi3yalbHOI iHpopMalii. Mozaenb
TaKUX MEpPEeX HACTIAy€e MPUHIUIN POOOTH O10JOTTYHOTO MO3KY, IO 3a0e3redye
3MATHICTh [0 HAaBYaHHS HAa BEJIUKHUX O0CsArax JaHMX Ta BUSIBICHHS CKIIAJIHUX
3aKOHOMIpHOCTEN y BX1AHUX 300pakeHHsX. OcHOBHa 11ies pyHkuionyBanusa [IHIHM
MOJIATAE Y TIOCTYINIOBOMY KOPHUTYBaHHI BaroBUX KOC(IIIEHTIB 3B’SI3KIB MIXK

MITYYHUMU HEMpOHAMU 3 METOI MiHIMI3allli PI3HMII MK MNPOrHO30BAHMM Ta
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(bakTUYHUM pe3yJbTaToM, 10 JO3BOJIIE CHCTEMaM IIOCTYIOBO TMOKpAIlyBaTH
TOYHICTB MTPOTHO3IB [6].

BukopucranHs HEWpOHHUX MepeX 3MIHWIO caM IMiAXia A0 0O0poOKH
Bi3yallbHUX JaHuX. Panime igeHTtudikamis o00’€KTiB 3anexana Bl PyYHOTO
BUJIUICHHS O3HAK, 1110 0OMEKYBaJIO TOUHICTh 1 MacIITaboBaHICTh. Temep jxe Mepexi
3/1aTH1 aBTOMaTUYHO HABYATHUCS BUSIBJISITH KJIIOUOBI MATEPHU Ta 3aKOHOMIPHOCTI, SIK1
CKIIaHO (hopMaTi3yBaTu JFONCHKUM PO3YMOM.

[Tos;ea CNN crajia BU3HAUYaJIbHUM €TallOM Y PO3BUTKY KOMIT IOTEPHOTO 30pY.
[{i mepexi aBTOMaTU3yBajlM TPOLIEC BUIIJICHHS O3HAK, SKUW paHIlIEe BUMAaras
py4HOro nporpamyBaHHs. Tumnosa crpykrypa CNN Bkiroudae:

o 3roptkoBl mapu (Convolutional Layers), 110 BUSABIAIOTH JIOKaJbHI
0CcOOIMBOCTI 300paXKeHHs, Takl K Kpai, KyTH ad0 TEeKCTypH;

o wapu maBuOipku (Pooling Layers), ikl 3MEHIIYIOTh PO3MIPHICTh JaHUX,
30epirarouu HaOIBII CYTTEBY 1H(OPMAILiTO;

o mnoBHO3B’s13H1 mapu (Fully Connected Layers), mio npuiiMaroTb OCTaTOuHE
PILIEHHS TIPO KJIaC YU KaTeropiro 00’ eKTa.

3aBasku iepapxiunomy miaxogy CNN 3marHi po3mi3HaBaTH HU3BKOPIBHEBI
O3HAKM Ha MepIIuX IIapax 1 HOCTyNnoBO (hOpMyBaTH OLIbII CKJIa/H1, BUCOKOPIBHEBI
ySIBJICHHS PO 00’ €KTH Ha HACTYMHUX Imapax [11].

[Tepuroto yenimHoro peanizaiicro CNN crana moaens LeNet-5, po3pobiena .
JleKynom y 1998 porti nsist posmizHaBanss pykonucHux nuudp. [ogansin mogem —
AlexNet, VGGNet, Googl.eNet — 3HauHO MIABUIINWIN €(PEKTHUBHICTh 3aBISKH
30UIBIICHHIO DIMOMHM Mopeiier. OcobmuBe wmiciie mocigae ResNet, mio BBena
KOHIICTIIIIO 3aJTUIIKOBHX 3’ €THaHb (residual connections), 703BOJIAIOUN CTBOPIOBATH
HaJ3BUYAHO TIHOOKI Mepexki Oe3 BTpaTh CTaOUIBHOCTI HaBYAHHS Ta JOCITaTd
BHCOKOI TOUHOCTI1 Y CKJIQJIHUX 3aBIaHHsIX i1eHTrdikari [19].

Oxpim CNN, 3nagror0 po3sutky HaOynu RNN Ta ixai mogudikarmii — LSTM
1 GRU. Taki Mozneni eheKTUBHO MPAITIOOTh 13 MOCII1I0BHUMHU JTaHUMHU, 1110 POOUTH

iX KOpUCHUMHU JJisi 0OpOOKHM Bijieo abo cepiii 300pakeHb, /1€ BaKIUBUNM KOHTEKCT
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a0o nuHamika pyxy 00’ekTiB. RNN no3BossitoTe 30epiratu iHdopmailiro mpo
TOTIEPETHI KaJIpH, 110 3a0e31meuye OUThI TOYHHN aHali3 TOBEIIHKH 00’ €KTIB Y Yaci
[23].

ABrokomepu (autoencoders) — Mojeni, SKi HaBYAIOTBCS CTHUCKATH 1
BITHOBIIIOBATH 300paxeHHS — e(EeKTUBHI i1 3MEHIIEHHS PO3MIPHOCTI JaHHX,
BUJIAJICHHS IIIyMIB Ta BUSBIICHHs aHomauiil. Bapiamiitni aBrokonepu (VAE) 3aatHi
TeHEepYBaTH HOBI 300payKeHHSI, CXOK1 HAa OPUTIHAJIBbHI, 11O JO3BOJISIE PO3IIUPIOBATU
HaByajbHI HA0OpW JaHWX 1 IMIJBUIIYBaTH PI3HOMAHITHICTh TPEHYBaJbHUX
npukiIagiB [27].

GANs ckiagaloThesl 3 JIBOX MOJIEJICH: TeHeparopa, SKUW CTBOPIOE HOBI
300pakeHHs, Ta AUCKPUMIHATOPA, IO OI[IHIOE iX MPaBAOMOAIOHICTh. 3MaraabHUN
IpoIeC CHOpHUsi€ BAOCKOHAJICHHIO 000X Mepex 1 JJO03BOJISIE OTPUMYBATH
BUCOKOpeanmicTuuHi  300pakeHHs. GAN  akTHUBHO  3aCTOCOBYIOThCS  JJIs
CUHTETUYHOTO PpO3LUIMPEHHS J1aTaceTiB, IOKPAIlEHHs SKOCTI 300pa)KeHb Ta
MOJIETIIOBAHHS CKJIAJHMX Bi3yallbHUX cieHapiiB [31].

HoBuM etamoM y po3BUTKY 1AeHTH(IKAIIIHHUX CHUCTEM cTaid Vision
Transformers (ViT), siki BUKOpHCTOBYIOTh MexaHI3M self-attention. Bin mo3Bosisie
MOJIETIl  OLIIHIOBATHM BaXJMBICTh PI3HUX YAaCTHH 300pakKeHHs, BUKOHYIOUHU
ro0anpHuM ananis, Ha BiAMIHY Bijg CNN, 1110 (hOKyCYIOThCS Ha JIOKaJIbHUX O3HAKaX.
[le 3abe3meuye BHCOKY TOYHICTH Ta YHIBEPCAJbHICTh MOJEJIEH, OCOOIMBO MpHU
po6oTi 3 BenmuknMu Habopamu nanux [35].

KomOinamiss CNN Tta ViT y ribpugHux Monemnsx 3abe3rnedye CHHEPTiio
JIOKaJIbHOI TOYHOCTI Ta NI00AJIbHOT0 KOHTEKCTHOTO aHami3y. CydacHi Mozeni, IK-0T
Swin Transformer Ta ConvNeXt, akTHUBHO 3aCTOCOBYIOTHCS y MEAHIIHHI,
IPOMHUCIIOBOMY MOHITOPHUHTY, CUCTEMaX O€3MEKH Ta aBTOHOMHOMY TpaHcnopTi [17].

Mo » MU MaeMO B 3aCTOCYBAaHHSI HEHPOHHUX Mepex y npaktuui? Cucremu

[ITHM BukopucTOBYIOThCS y Oararbox cepax:
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e MEIMIIMHA: aBTOMAaTH4HE BHUABJIEHHsS nartonorid Ha 3HiMkax MPT, KT a6o
PEHTICHIBCHKUX JTOCTIKEHb, CKOPOUCHHS Yacy JIarHOCTUKH Ta 3MEHIIICHHS
BIUTUBY JIIOACHKOTO hakTopa [8];

e ABTOMOOLJTbHA MPOMHUCIIOBICTH: OE3MIOTHI TPAHCIIOPTHI 3aCO0U PO3II3HAIOTh
JIOPOXKH1 3HAKHU, MIIIOXOAIB Ta nepemkoau [20];

o Oe3meka: CHCTEeMH BIJICOCIIOCTEPEKEHHS, KOHTPOJIIO  JOCTylmy Ta
imenTUdikarii ocio [9].

Benuky ponk BigirparoTh IIONEpeaHbO HaTpeHoBaHi moneni — ResNet,
Inception, EfficientNet, ViT. Bouu npoxonsats 6a3oBe HaB4aHHS Ha MacIITaOHHMX
Ha0opax JaHuX 1 MOTIM aJaNTYIOThCS O KOHKPETHUX 3aBllaHb 3a JOMOMOTOIO
transfer learning, 1o cyTT€BO 3MEHIIy€e BUTPATH Yacy Ta OOUMCIIIOBAIBHI pecypcu
[22].

[Ilo mo cywyacHUX TEHJEHUIi TO PO3BUTOK HEHUPOHHUX Mepex Yy cdepi
iaeHTrdIKaIi 300pakeHb PyXaeThCd Y TAKUX HANPSIMKaX:

o Self-supervised learning ta few-shot learning, 1m0 103BOJISAIOTH HaBUATH
Mojielt 0e3 BeTMKOT KIJTBKOCTI aHOTOBAaHUX ITPUKIIAIIB;

o Multimodal learning, konu Mepexi OJHOYACHO aHAJI3yIOTh TEKCT, ayJio Ta
300pa’KE€HHS, CTBOPIOIOYH KOMIUICKCHI CUCTEMU;

o Edge Al, ontumizaiiis Moznenen s nepudepiiHux NpucTpois. JIerkoBarosi
moxemi, Taki sik MobileNet Ta SqueezeNet, 3a0e3redyroTh BHCOKY
MPOAYKTUBHICTB MTPU MiHIMaJbHUX eHepro3arparax [28, 33].

OTox cydacHi HEMPOHHI Mepexi y cdepi imeHTudikarii 300pakeHb MOCTIHHO
BJIOCKOHAJIOIOTHCS Yy HANpPsIMKY YHIBEPCAJIbHOCTI, TOYHOCTI Ta aJalTUBHOCTI.
[ToennanHs pi3HUX MOJENEH, MOTIEpPEeIHE HAaBYaHHS Ta ONTHUMI3AIlIAHI alITOPUTMHU
CTBOPIOIOTH CHUCTEMY, 37aTHY €()EKTHUBHO IMPAIOBATH y CKJIAJHUX YMOBaXx: IIyM,
Bapiailii OCBITJIEHHs, MEPEeKpUTTs 00’ekTiB. lle BiIKpUBa€ HOBI TOPU3OHTHU
BrpoBapkeHns 1l y meaunuHy, TpOMHUCIOBICTh, TPAHCIOPT, OE3MEKy Ta IHIII

chepu MOACHKOT AisIbHOCTI [37].
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1.4. Oisia cy4acHMX CHCTEM Ta MiAXoAiB iteHTHdikanii 300pakeHb

CyuacHi cuctemu ineHTu¢ikamii 300pake€Hb IPYHTYIOTBCS Ha PO3BUTKY
HITYYHOTO 1HTEJIEKTY, NIMOMHHOTO HaBYAaHHS Ta METOJIB KOMIT FOTEPHOTO 30py. 3a
OCTaHHE JCCATUIITTS OyJ0 CTBOpEeHO Oe3miu (ppeiiMBOPKIB, MIATPOPM Ta MOAEIIEH,
SK1 JTO3BOJISIIOTH PO3Mi3HABATH 00’ €KTH, OOJWYYs, €MOIlii, CIICHH, KECTH Ta IHIII
KaTeropii 3 BHCOKOIO TOYHICTIO. LI cUCTeMU aKTUBHO BIPOBAKYIOTHCS Y
IIPOMHUCIIOBICTh, METUITMHY, O€3TIEKY, TPAHCIIOPT, CLITHChKE TOCTIOAAPCTBO Ta MOOYT,
JIEMOHCTPYIOUYHM 3HaYHY THYYKICTh, MACIITA0O0OBaHICTh Ta aIalTUBHICTH [4, 11, 22].

Po3Butok cyyacHux cucteM 1jeHTU(]iKaIli BiOyBa€ThCS HAa CTHKY TPHOX
KJIFOUOBUX KOMITOHEHTIB: TOTYXXHUX OOYMCIIOBAIBHUX MOJEIEH, BIIKPUTHX
bpeitMBOpKiB Ta 610710T€K JUISI PO3POOKHM HEUPOHHUX MEPEXK 1 MOMYJISIPHUX
MOJIENIe Ta aJrOpuTMIB TIMOWHHOTO HABYaHHS, HIO JO3BOJIIOTH CTBOPIOBATH
BHCOKOTOYHI CUCTEMHU JJIsI pi3HUX C(ep 3aCTOCYBAHHS.

OCHOBY Cy4YacHMX CHCTEM CKJIAJaloTh BIAKPUTI (PpeWMBOPKHA TIMOWHHOTO
HaBYaHHS, 5Kl 3a0€3MeUyI0Th CTBOPECHHSI, HABUAHHA Ta TECTYBaHHS MOJIETIEN PI3HO1
ckaagHocTi. Cepen HaUTMOIMPEHININX :

o TensorFlow (Google) — BizomMuii BUCOKOIO MPOIYKTUBHICTIO, HIATPUMKOIO
GPU Ta TPU, a Takox IHTErpami€ro 3 1HCTPYMEHTaMH aBTOMAaTHU3aLlii
naByanHs (TensorBoard) Ta onTumizaii Mojenei 11 MOOITBHUX MPUCTPOIB
(TensorFlow Lite);

o PyTorch (Meta Al) — nonynsipHuil cepel HayKOBIIIB Ta JO0CIITHUKIB 3aBISKA
TUHAMIYHINA T00y10B1 00UHCITIIOBATBHUX TpadiB, MPOCTOTI BUKOPUCTAHHS Ta
THYYKOCTI y po3po0I1il TPOTOTUITIB MOJIEIEH;

o Keras — BucokopiBHeBa 010710TeKa, 110 CIPOLIy€e€ MOOYIOBY HEHPOHHUX
Mepex, Hajaroud 1HTYiTUBHUNA API, yacTo 3acTOCOBYETBCS JJIsi OCBITHIX
117IeH 1 IPOTOTUITYBaHHS MOJIETICH;

o« OpenCV — 06azoBa 06i0mioTeka s 0OpOOKM 300pakeHb, SIKa YacTo
BUKOPHUCTOBY€EThCS pa3oM 13 TensorFlow abo PyTorch nis miaroroBku ganux,

Bi3yaJrizailii pe3y/bTaTiB Ta CTBOPEHHS KOHBEEPIB 00OPOOKH;
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o Caffe, MXNet — MeHII MOMyJsApHI, aje TOTYKHI (PEUMBOPKH s
IMOOKOTO HaBYaHHS, 31aTHI €()eKTUBHO OOPOOISATH BEMKI 00CATH TaHUX.

Buxopucranuss 1mux (pedMBOPKIB J03BOJISIE 1HTErPYyBaTH  aJITOPUTMHU
imeHTudikamii B peajbHI JOAATKH, XMapHI CEpBICH Ta MOOUIbHI MPHUCTPOI.
BiIKpuTICTh BUXITHOTO KOy CHpPHUSA€ aKTUBHOMY PO3BUTKY CIUIILHOT PO3POOHHUKIB,
K1 BIOCKOHAJIIOIOTh 1ICHYIOU1 MOJIel Ta ainroputmu [7, 20].

Cepen wammommpeHimux Mmoxaened BuaAULIIOTH ResNet, Inception, VGG,
YOLO Ta EfficientNet:

« ResNet (Residual Networks) — BBesa KOHIIETIIIIO 3aJIUITKOBUX 3B’ SI3K1B, 110
JI03BOJISIE HABYATH JTy’Ke ITIMOOKI Mepexi 0e3 Brparn TouHOCTI. Lle BigkpuBae
HUIAX JO0 CTBOPEHHA Mojeled 13 COTHAMH IIapiB Ui DIMOOKOTO
CEMaHTUYHOTO aHaJli3y 300paxkeHs [14];

« Inception ta Inception-v3 — BHKOPUCTOBYIOTh HapajiejbHl 3TOPTKU PI13HOTO
MacTady, Mo MiABUIILY€E €(PEKTUBHICTh BUSIBJICHHS O3HAK Ha PI3HUX PIBHSX
300paxeHHS;

« VGG — iacuyHa MOAENb 3 TIMOOKUMU IlIapaMu 3TOPTKH, JAEMOHCTPYE
BUCOKY TOYHICTh Yy KiacU(IKalIiHUX 3aBAAHHSIX 3aBASKU IPOCTOTI
crpyxryp [8];

« YOLO (You Only Look Once) — cucrema peaJbHOTO yacy IS JETEKIi
00’€KTIB, fIKa TMOEJHYE BUCOKY IIBHUIKICTb Ta TOYHICTh, 3aCTOCOBYETHCS Y
BiJICOAHATITHI, O€3Melli Ta aBTOHOMHOMY TpaHcHopTi [23];

« EfficientNet — 3a6e3mneuye onHouacHe MaciTaOyBaHHs TTTUOWHHY, IIUPUHU T
PO3AUIBHOCTI MEPEXIi, 10 ONTUMI3YE CIIIBBIJIHOIIEHHS MPOAYKTUBHOCTI Ta
pecypcis [18].

Po3missHeMo HaWBIIOMINIT CUCTEMH pO3II3HaBaHHS 00MMY Ta OlOMETpUYHI
pimeHHsi. CucTeMHu po3Mi3HaBaHHS O0JIMY IPYHTYIOThCS Ha THMOOKMX HEUPOHHHMX
Mepekax Ta BUKOPUCTOBYIOTH IMiJIX1]] TIEPETBOPEHHS 00IMYUs Y BEKTOp o3HaK (face
embedding). OcnoBHi npuknaau: DeepFace (Meta), FaceNet (Google), VGGFace
(Oxford), ArcFace, OpenFace [16, 19].
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Taxki pileHHs 3aCTOCOBYIOTBCSA y CHCTEMax Oe3NeKH, TOCTyny, 11eHTudikarii
KOpHCTyBadiB y cMapT(doHax Ta enekTpoHHii komepiii. FaceNet gocsrae Tounocti
noHaa 99% na nabopi LFW, a ArcFace 3a0e3neuye BUCOKY y3arajibHIOBAHICTh 3a
PI3HUX YMOB OCBITJICHHSI Ta KyTiB 3OMKHU.

OOTOoBOPIMO TEHEPATHUBHI Ta CETMEHTAITIHHI T IX0IN

o reHeparuBHi HeillponHi Mepexi (GANs), Taki sik StyleGAN, CycleGAN,
Pix2PiX, BUKOpPUCTOBYIOThCSI MJSi CHHTE3Y pPEANTICTUYHUX 300paKeHb,
PO3IIMPEHHS] HaBYaJbHUX HAOOpPIB Ta MIJIBUIIEHHS CTIAKOCTI MoJenel N0
Bapiainiit ganux [10, 21];

o Cermenramiiini Mepexi (U-Net, Mask R-CNN, DeepLab) no3BossitoTh
BUJIIISITA KOHTYpH 00’€KTIB 1 3/IMCHIOBAaTU TOYHY KiacHQikaililo Ha piBHI
MIKCENIB, 3aCTOCOBYIOThCSI Y MEAUIIMHI, KapTorpadii, arpOMOHITOPUHTY Ta
aBTOHOMHHX CUCTE€Max KepyBaHHs [28].

[lepeiinemo nmo xmapuux ceppiciB Ta APl nmns imentudikaiii 300pakeHsb.
Bennki TeXHOI0T14H1 KOMIaH1i IPOMOHYIOTh TOTOB1 CEPBICH JIJIs aHAT13y 300paxKeHb
0e3 HeOOX1THOCT1 PO3TOPTAHHS BJACHUX MOJICIICH:

« Google Cloud Vision API;

o Microsoft Azure Computer Vision;

o Amazon Rekognition;

« IBM Watson Visual Recognition;

o Clarifai APIL

Bounu nagatots dyHkIi kiacudikaii, posmizHaBanas 06maud, Tekety (OCR),
JeTeKIli 00’€KTIB Ta eMOIIMHOro aHamizy. Taki cepBicuM 3pydHi JJjisi O13HECY,
OCKLUTBKH 1HTErpytoTh MoxHBOCTI LI y BeOGcaiiTi, MOOTbHI TOAATKH T4 CHCTEMH
B1JICOCTIOCTEPEKEHHS 03 MMMOOKUX TeXHIYHUX 3HaHb [27, 29].

Cucremu igeHTH}IKALIT 300pakeHb AKTUBHO 3aCTOCOBYIOThCA Yy OaraTbox
rajxy3sx:

e MeauluHa — aHami3 peHtreHiBcbkux, KT ta MPT-3HIMKIB, BUSIBICHHS

MaTOJIOT|, MPUCKOPEHHS N1arHOCTUKH [12];
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e TPAHCHOPT — PO3IMI3HABAHHS JOPOXKHIX 3HAKIB, MIIIOXO/IB, TPAHCIIOPTHUX
3ac00iB, KOHTPOJIb 3a noTpuManasaM [T/IP [25];

o Oe3meka — BUSIBJICHHS MiA03p1IMX 00’ €KTIB, J1i YK 0C10 Y peKUMIi peaTbHOTO
qacy;

o TPOMHUCIOBICTh — KOHTPOJb SIKOCTI MPOAYKIIi, BHSIBICHHSA [e(]EKTiB,
MOHITOPHHT MPOIIECIB 1 poOOTH3AIlISI BAPOOHUIITBA;

e CUIbCHKE TOCIIONAPCTBO — aHaJi3 CTaHy IPYHTIB, POCIHH, BPOKaWHOCTI,
BUSIBJICHHS XBOPOO KYNBTYp Ta MKITHUKIB [30].

CTOCOBHO Cy4acCHMX TEHJIEHIII TO BOHU BKJIIOYAIOTh:

o Multimodal AI — opgHouacHMii aHali3 BI3yallbHOI, TEKCTOBOI Ta
ayaioiHGopMallii 1711 OTpUMaHHS O1TbII ITOBHOTO KOHTEKCTY [17];

o« Edge Al — nepeneceHHss oOuucieHb Ha TPHUCTPOI (KaMmepu, IPOHH,
cMapThOHMU) ISl BMEHILICHHS 3aTPUMOK Ta MiJBUIIICHHS OC3MEKH JaHUX;

o Explainable Al — possurok mnoscHioBanoro I, mo go3Bosse
IHTEpIpeTyBaTH pIIMIEHHS MOJACICH Ta 3MCHINY€ PHU3UKH TIOMHJIOK Y
KpUTUYHUX cepax (MeauirHa, opuctpyneHiis) [32];

e CTUYHI Ta IPABOBI ACMEKTU — 3aXUCT NMEPCOHAIBHUX JaHUX, OOMEXEHHS Y
BUKOPDHCTaHHI OIOMETPUYHMX CHUCTEM Ta 3a0e3MeyeHHsi MPO30pPOCTI
anroputmis [33].

[Tormpu 3HAuHI JOCSATHEHHS, 3aJMIIAEThCA MOTpeda B  ONTUMI3AILI]
OOYHCITIOBAIBHUX PECYPCiB, MOKPAIICHH] SKOCTI HaBYaIbHUX HAOOPIB Ta PO3BUTKY
QJITOPUTMIB, 3aTHUX €(EKTUBHO TPAIFOBAaTH B YMOBaX OOMEXKEHHMX IaHUX a0o
CKJIaIHAX CEPETOBHUIII.

3 1OTO BCHOTO BUIUIMBAE IO CyYacHI CUCTEeMH 1neHTH]iKaIli 300pakeHb
MOEIHYIOTh MOTYXH1 MOJIeJIl HEUPOHHUX MEPEXK, BIAKPUTI IporpamMHi GppeiiMBOpKU
Ta MepeaoBi aNrOPUTMHU TTTMOMHHOTO HaBYaHHS. BOHM 3HAXOMATh 3aCTOCYBaHHS Y
YUCJICHHUX TaTy3X — B1JI MEAUIIMHY Ta O3MEKH 0 MPOMHUCIIOBOCTI i TPAHCIIOPTY,
3a0€3Meuyoul BHUCOKY TOYHICTh, IIBUIKOMIIO Ta aJanTUBHICTH. llepcrekTuBu

PO3BUTKY BKJIIOUAIOTh iHTErpaiito multimodal-miaxoxiB, Bukopuctanus edge Al,
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MIJBUIICHHS  TOSICHIOBAHOCTI  PE3yJIbTaTiB Ta  E€TUYHOCTI  3aCTOCYBaHHSI.
Inentudikamiss 300paxxeHb CHOTOJHI € KIIOYOBHUM €JIEMEHTOM Iu(pOBOi

TpaHcdopmariii cycrniiabcTsa [35, 37, 40].

BucHoBku 10 po3iny 1

Orxe, y mepumomy po3auii Oyno moka3aHo, 1o iAeHTUdIKALisS 300paXeHb €
(GyHIaMEHTAIBHOIO CKJIAJIOBOI0 CYYaCHMX CHCTEM IITYYHOTO IHTENEKTy Ta
KOMIT toTepHOTo 30py. KiacuuHi meTonu, siki 6a3yBalics Ha PYYHOMY BHIUICHHI
O3HaK, 3abe3nedyBajy Juile 0a30By TOUHICTh 1 MaJd CYTTEBI OOMEXKEHHS Yy
THYYKOCTI Ta MaciutaboBaHoCTl. CIpaBkHIM MPOPUB B110YBCS 13 BIPOBAKEHHAM
MOMHHUX ~ HEHPOHHMX  MEPeX, 30KpeMa 3TOPTKOBUX  apXITEKTyp Ta
TpaHcPOpMEpIB, SIK1 JO3BOIUIN ABTOMATUYHO BUSIBIIATU 3aKOHOMIPHOCTI1 Y BEJTMKHUX
MacuBax JaHHUX 1 3HAYHO MIJBUINMIIM SIKICTh po3mi3HaBaHHA. CyyacHl CHUCTEMU
MOETHYIOTh KJIACMYHI Ta HOBITHI IJXOAH, CTBOPIOIOYM TIOPHIHI MOAETI, 37aTHI
MpaIoBaTH y pi3HUX yMoOBaxX. TakuM 4MHOM, 1AeHTU]IKAIlS 300pakKeHb ChOTOAHI
Ma€ CTpaTeriyHe 3HAUYCHHs JJI1 MEIUIIMHU, TPAHCIIOPTY, O€3MEKH, MPOMHCIOBOCTI
Ta 1HIMX cdep, M€ TOYHICTh 1 IMIBUIKICTh aHali3y Bi3yaibHOI iHOpMalii €

KPUTUYHO Ba’XKJIMBUMMU.
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PO3/ILI 2
METOAOJOTTYHI ACHEKTHU MOBYIOBU CUCTEMHU
IIEHTU®IKAILIT 305PAKEHD

2.1. Budip moneseil HEHPOHHUX Mepex

Bubip Mozen HeMpoOHHOI MEpeXi € OJHUM 13 KIIFOUOBHX €TalliB y MOOY/I0BI
cuctemu imeHTudikarii 300pakenp. Mojenb BU3Ha4Ya€e 371aTHICTh MOJIET €(PEeKTUBHO
BUJIUIATH O3HAaKH 300pakeHb, OOpOOIATH CKJIaJHI MAaTepHH Ta 3a0e3neuyBaTv
BHUCOKY TOYHICTh KJIacu(ikaliii. Y cyd4acHUX JOCIIKCHHSIX 3aCTOCOBYIOTHCS Pi3HI
TUNH HEUPOHHUX MEPEK, K1 CYTTEBO BIPIZHSIOTHCS 32 CTPYKTYPOIO, MPUHIIMIAMU
po0OTH Ta 00JIaCTAMU 3aCTOCYBAHHS.

3roptkoBi HeilpoHHl Mepexi (Convolutional Neural Networks, CNN) €
0a30BOI0 apXITEKTyporo st o0poOku 300paxkeHb. CNN 3maTHI aBTOMaTU4HO
BUJIITISITA O3HAKU 300pakeHb 0€3 PyyHOro MporpamMyBaHHS, IO JI03BOJISIE CUCTEMI
e(dexTuBHO KJIacudikyBaTu OO €KTH HaBITh y CKIagHUX ymoBax. OCHOBHI
koMnoHeHTH CNN BKII0YAIOTh:

« 3roptkoBi mapu (Convolutional Layers): BUKOHYIOTh OIi€pallifo 3rOpTKU JIJIst
BUJIUVICHHS JIOKQJIbHUX TMAaTepHIB, TaKUX SK KOHTYpU, TEKCTypu abo
IPOCTOPOBI 3aJIEKHOCTI;

o mapu mniaBuOipku (Pooling Layers): 3MeHIIYIOTb pPO3MIPHICTh O3HAK,
30epiraround iH(GOpMaTUBHI CHUTHAJIM, 3a0€3MeYyroud 1HBApiaHTHICTH [0
HEBEJIMKHX 3CYBIB Ta Jieopmartiii;

« mnoBHO3B s3H1 mapu (Fully Connected Layers): 3A1iCHIOIOTH KiacuDiKaIio
Ha OCHOBI BUJIIJICHUX O3HAK.

Orstnemo cxemy cTpykTypu CNN (TeKcTOBUI OMHC):
Bxigne 300paxxenHs — 3roptkoBuil map — ReLU — Max Pooling —
3roptroBuit map — ReLU — Max Pooling — IloBHO3B’si3HMIT 1ap — Softmax

(kmacoBa kiacudikaris).
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CNN mIMpOKO 3aCTOCOBYIOTHCS Y MEIMIIMHI (J[1arHOCTUKA IaTOJIOTIA Ha
peHtreHiBcbkux Ta MPT-3HIMKax), aBTOHOMHOMY TpaHCHOPTi (pO3Mi3HABAHHA
JIOPOXKHIX 3HAKIB Ta MIIIOXO/IB) Ta MPOMHUCIOBOCTI (KOHTPOJIb SIKOCTI MPOIYKITIT)
[14, 19].

[Tepeitnemo no ormsimy ResNet (Residual Networks). [Tpu 361nbmenni mmmOuHN
CNN BuHHKae mpobiemMa Jerpajiaiii TOUHOCTI: YUM OUIbIIe MIapiB, TUM CKJIaIHIIIE
HABUUTHU MEPEXKY uepe3 3HMKHEHHs rpaaieHTiB. ResNet Bupimye 110 npobiaemy 3a
JIOTIOMOTOI0 3aJIMIIKOBUX 3B’si3KiB (residual connections), siki mepenarTh BUXIA
MOTEPETHBOTO MIapy Yepe3 00X1/IHI NUIIXH 0e3 3MiH.

Oco0nuBocTi ResNet:

o JIO3BOJISIE HABYATHU AyXe IIHOOKI MEpexki (10 COTeHb IapiB) 0e3 BTpaTu
TOYHOCTI;

e MiABUIIYE CTAOUIbHICTh HABUYAHHS Ta 3a0e3leuye MIBUJKE KOHBEPIyBaHHS
MOJICIICH;

e AKTHUBHO BHUKOPUCTOBYETHCS JJII BHCOKOTOUHMX 3aJad Kiacudikamii Ta
nerexiii 00’ extiB [17].

OrmaaeMo cxemy ResNet:

Bxin — 3Buuaiinuii 610k CNN — 3anumikoBuid 010K: BX1J1 + BUX1] OJIOKY —
ReLU — nactynuuit 610k — ... — [loBHO3B’s13HMIA map — Softmax.

ResNet geMoHCTpye BHCOKY €(QEKTHBHICTH Yy MEIUIMHI, HAyKOBUX
JOCHIDKEHHAX Ta AaBTOHOMHHMX CHCTEMaX, J€ KPUTHUYHO BaXJIMBa TOYHICTh
1meHTrdikarii.

[Tepeiinemo no orsiny Vision Transformers (ViT). Tpaguiiiini CNN oOmexeH1
JokanpbHUMHU TatepHamu. Vision Transformers (ViT) 3acTocoByrOTH MexaHi3M
camoyBaru (self-attention) myist MomentoBaHHS TJIOOATBHUX 3aJIEKHOCTEH Ha
300paxeHnH1. KoxHe 300pakeHHsI po30MBa€ThCS HA MaTyi, sIKi IEPETBOPIOIOTHCS Ha
BEKTOPH O3HAK Ta MEPEatoThes y TpaHchopMep A1t 00pOOKH B3aEMO3B’ SI3KIB.

[lepeBaru ViT:

e MOJICIIIOBaHHS TI00ATBHUX 3aJIEKHOCTEH MK €JIeMEHTaMHU 300paKeHHS
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e MiJBHUILEHA MAacIITA0OBAHICTH 1 37IaTHICTh MPAIIOBATH 3 BEJIMKUMU HabopaMu
JAHUX;

e BHIIA TOYHICTh HA CKJIQJIHUX 3a7auax Kiacudikaii y nmopiBasHH1 3 CNN [18,
20].

Ornsaemo cxemy ViT:

Bxinne 300paxenus — Po30utrs Ha maruyi — JliHINiHE TPOEKTyBaHHSI —
HNonaBanns no3umiitnoi iHopmanii — Tpancpopmepni mapu (Self-Attention +
Feed Forward) — Knacudixkartiiinuii Token — Softmax.

ViT ocobnuBo edekTuBHI y 3agayax, Je Ba)JiMBI II00ajdbHI TaTepHU,
HaIpUKJIa1, po3Mi3HaBaHHS 00’ €KTIB y CKJIAIHUX CLEHAaX, MeIUYHa JIarHOCTHKA Ta
aBTOHOMH1 CUCTEMHU.

[lepernstHemo riOpuaHi Ta KOoMOiHOBaHI miaxoAau. CydyacHl CHCTEMH YacTo
BUKOPHUCTOBYIOTh TiOpuaHi mozemi, no noeanyrorb CNN 1 ViT. CNN Bunuise
JIOKaJbHI MaTepHH, TOA1 K TpaHCHOpMEpPU aHATI3yIOTh NIOOANIbHI 3asiexkHOCTI. Lle
JI03BOJISIE OTPUMATH BHCOKY TOUHICTh TIPH CKIIAHUX MPAKTUIHHX 3a7a4aX, TAKUX SIK
ABTOHOMHHUUW TPaHCHOPT, MEAUYHI J1arHOCTUYHI TUIATGOpPMHU Ta TPOMHUCIIOBHIMA
KOHTpOJIb sKocTi [17, 21].

VY Tabnuii 2.1 HaBeaeHO MOPIBHSUILHUMN aHaI13 OCHOBHUX MOJENCH MUOUHHUX
MOJIeJIeH, 1110 BUKOPHUCTOBYIOThCS IS ieHTHdIKamii 300paxkens: CNN, ResNet,
Vision Transformers Ta ribpuaHux miaxomaiB. Tabmuisl y3arajibHIOE iXHI KJIFOUOBI
nepeBaru Ta HEJOJIKH, a TaKOX JIEMOHCTPYE ONTUMAJIbHI 00JacTi 3aCTOCYBAHHS
kokHOT Mozen. 3okpema, CNN eheKTUBHO MpaIioTh 13 JOKAIBHUMH O3HAKaAMH,
ResNet 3a0e3neuyioTh CTablibHE HaBYAaHHS HaBiTh HaANIMOOKUX Mepex, ViT
BUKOHYIOTh MOJICIOBAHHS TI00ATBHUX 3aJICKHOCTEH, TOII SK TIOpUIHI MOmEi
MOETHYIOTh JIOKAIbHY uyTauBicTh CNN 3  aHATNTHYHUMH MOXKIIUBOCTSIMU
TpancopmepiB. [IpenacraBieHe MOPIBHAHHS JIO3BOJISIE HAOYHO OI[IHUTH CHUJIbHI
CTOPOHHU KOXXHOTO MIAXOMy Ta OOIPYHTYBaTH iX BHOIp 3aJIe’KHO BiJ CKJIAJHOCTI

CII€HHU, TOCTYITHUX PECYPCIB Ta IIJILOBOTO MTPU3HAYEHHS CUCTEMHU.
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Tabmuus 2.1 — IopiBHsiHHS Moenel i1eHTudikarii 300paxeHb

Ooanacrb
Moaean IlepeBaru Henoaiku
3aCTOCYBaHHA
ABTOMaTH4YHE 3aranbpHa
' OOMmexeHHs y o
BUJILJICHHS Ki1acugikais,
CNN I100aJIbHUX _
JTOKaJIbHUX  O3HAK, CEerMeHTallid,
g naTepHax _
IPOCTa peanis3anis IIPOMHUCIIOBICTh
Jlo3Boutsie DIMOO0KI . MenaunuHa,
: . Buma cxiagHicTh,
ResNet MEpexKi,  CcTalOlabHE _ |[aBTOHOMHMI
noTpedye pecypciB
HAaBYaHHS TPAHCIIOPT, HayKa
y . ['moGanbH1 [Torpebye Benukoro|CxiagHi CIICHU,
Vision . ' .
3aJI€KHOCTI, BUCOKa|[HAOOpy JaHUX,|HAyKOBl Ta MEIUYHI
Transformers _ _ _
TOYHICTb pPECYPCOEMHI 3ajadi
Ckrnanna BucokoTouHi
. . [Toennanua mepesar|peaizanis, CHCTEMH, aBTOHOMHI
['6puaHi . ;
CNN Ta ViT norpedye TPaHCIOPTHI
HaJIaIITyBaHHs miaTopmu

[Tpu BuOOpP1 MomE1 CITi/T BpaxOByBaTH:

1. Po3mip Ta SKICTh Jaracery:

HaB4YaJIbHUX JAaHUX.

BEJIMKI MOJEIl MNOTpeOytoTh OOLIMPHUX

2. O6uucmoBanbHI pecypcu: ckiaagai momenal mnorpedyrors GPU/TPU Tta

BEJIUKOTO 00csTy mam’sTi [22, 25].

3. 3amava inzeHTudikarii: kaacudikarmis, TeTEKIsA a00 CerMeHTAaITis.

4.

To4HICTE Ta MBUAKOMIA: €K1 MOACII O1IbII TOYHI, aj€ MOBIIbHIIIII.

Ha ocHOBI 11bOr0 MOXKHa 3pOOWTH BHUCHOBOK, II0 BHOIp MOmeNi HEWPOHHOI

Mepexi BHU3Ha4a€ e(EKTUBHICTh CHUCTEMHU 1AeHTHdIKAIil 300pakeHb.

CNN

3QIMIIAIOTHCS 0Aa30BUM CTaHIAPTOM 3aBMASIKU MPOCTOTI Ta edexkTuBHOCTI, ResNet

JI03BOJISIE HaBYATH TIIMOOKI Mepeki 0e3 BTpaTH TO4HOCTi, a Vision Transformers
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BIIKpMBAIOTh HOBUH PiBE€Hb IMOOAIBHOI 00poOKu 300paskeHb. ['10puaHi Momeni
MOEHYIOTh MepeBaru pi3HUX MiTXOIB 1 3a0e3MeuyI0Th BUCOKY TOYHICTh HaBITh y

CKJIQJIHUX MpaKTUYHUX 3adadax [14, 17, 18, 19, 20, 21].

2.2. AJaroputMM HABYAHHS Ta MiArOTOBKA jaraceTiB iXeHTH(ikamii
300paxkeHb

EdexruBHicTh cucteMu ineHTU(IKALT 300pakeHb 3HAUHOIO MIPOIO 3aJICKHUTh
BiJ SKOCTI HaBYaHHS MOJCJCH Ta IArOTOBKM BIAMOBITHMX nartaceTiB. 11 acrexTn
BHU3HAYAIOTh 3/1aTHICTh HEHPOHHOI MEPEXi PO3Ii3HABATH 00’ €KTH, aIallTyBaTUCS JI0
PI3HUX YMOB 1 IOCATaTH BUCOKOI TOYHOCTI KJacupikailii.

Jlst HaBYaHHS Ta TeCTyBaHHS Mojeii Oyno obpano maracer Al vs Human

Generated Dataset 3 Kaggle, JTOCTYHUM 3a MOCUJIAHHSIM:
https://www.kaggle.com/datasets/alessandrasala79/ai-vs-human-generated-
dataset?utm_source=chatgpt.com.
JlaraceT MICTUTh 300pa)K€HHsS, IO MPENCTaBIAIOTh sK Al-reHepoBaHl, Tak 1
CTBOPEHHI JIFOIbMH, 110 J03BOJIAE€ €(EKTUBHO TPEHYBATU MOJIENI JIJIsl PO3PI3HEHHS
MI>XK HUMH.

OCHOBHI eTanu MiJATOTOBKHU JaTaceTy:

1. 36ip nanux:
o 3aBaHTaxeHHs 300paxkeHb 3 Kaggle;
o TIepEeBIpKa HAIBHOCTI METAIAHNX Ta MITOK KJIACIB.
2. AHoramisd JaHuX:
o TMepeBipKa KOpekTHOCTI MiTok kiaciB: "Al" Ta "Human";
o BUIIPABIICHHS MOXKJIMBUX TTOMHIJIOK y MITKaxX;
3. OuwunieHHs Ta OamaHCyBaHHS TaHUX:
o BWJIAJICHHS ITOIIKOIKEHUX a00 HEKOPEKTHUX 300paKeHb;
o 0OanaHCyBaHHS KJIAcCiB i1 YHUKHEHHSI IEPEKOCY NMPY HABYAHHI;
4. TlonepeaHst 00OpoOKka 300paKeHb:

o MacmTabyBaHHS Ta HOpMaJIi3allis MKCeiB;
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o (iapTpariis mymy, MOKpaiieHHs] KOHTPACTY Ta KOPEKIIis OCBITIEHHS;
o AayrMeHTallis JaHUX: BHIIAJKOBI OOEpTaHHsS, BIIOOpa)KeHHS, 3MIHU
SICKPaBOCTI Ta KOJIBOPY JUIS MiABUILICHHS CTIMKOCTI MOJIEIII.

OrstHEMO cXeMy IMiITOTOBKH JaTaceTy (TEKCTOBHI OIHC):

30ip manumx — Awnortauis — OunineHHs Ta OamaHcyBanHsi — [lomepenns
0o0poOka — AyrmenTariliss — HaBuanbHuUi/TECTOBUI J1aTaceT.

Posrsinemo anroputmu HaBuaHHA. HaBuaHHS HEHPOHHOI MEPEXi MONATAE Y
MmiHimMizami ¢ynskimii  BTpar (loss function), 1m0 BU3HAYa€ PI3HUIIO MIDK
nepeadadyeHHsIM Mojiesl Ta (PaKTUYHUMH MITKaMHU.

1. I'panientHuii criyck (Gradient Descent):
o [IlpuHumn poOOTH: MOCTYNOBE OHOBJICHHS Bar MeEpPEeXi B HANPSMKY
MiHIMi3amii QyHKII1 BTpar.
o Bapiantu:
o Batch Gradient Descent: BUKOPHUCTOBY€ETHCSL BECh J1aTACET JJISi OJTHOTO
KPOKY.
o Stochastic Gradient Descent (SGD): oHoOBIeHHs Bar MicCisl KO>XHOTO
MPUKIAAyY, ITJBUIIYE BHUMAJAKOBICTh Ta YHHUKHEHHS JIOKAJTBHUX
MIHIMYMIB.
o Mini-batch Gradient Descent: komIpomic MiX JBOMa TONEPEIHIMHU
METOTAMHU.
2.0nTruMizaropu:
Jlns mpuckopeHHss Ta CcTaOumi3aili HaBYaHHS BUKOPUCTOBYIOTHCS aJanTHUBHI
ONTUMI3aTOPHU:
« Adam (Adaptive Moment Estimation): moennye nepeBaru RMSProp Tta
MOMEHTY, 3a0e31euye MIBUIKY KOHBEPTEHIIIIO.
o« RMSProp: apmantye mBUAKICTH HaBYaHHSA [JIs1 KOXKHOTO TapameTpa,
MIIXOAUTH JUIS TITHOOKUX MEPEIK.
o SGD 3 MOMEHTYMOM: 3MEHIIY€ KOJIMBAHHS I11]1 YaC HABYAHHS.

3. ®ynkmii Brpat (Loss Functions):
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Tabmurs 2.2 — OyHKIis BTpaT 3a1a4d

3anaua @®yukuia srpar |[IpusHayeHHst
~_ |[Cross-Entropy [TopiBHIO€ nependavyBaHuii pO3MOALT KJIACIB 13
Kunacudikarris _
Loss (aKTUYHUMH MITKaMH.
. Mean Squared|MiHiMi3ye  KBafpaTHUHy  TOMHJKY  MIDXK
Perpecis
Error (MSE) MIPOTHO30M Ta pE€ajJbHUM 3HAYCHHSIM.
~ |Dice Loss / IoU||OuiHtoe  mepekpurTss  Neperd0adeHux — Ta
CermenTaris )
Loss (haKTUYHUX MACOK 00’ €KTIB.

JInst miiBUIIEHHS] €PEKTUBHOCTI T4 EKOHOMIT peCypCIB 4acTO 3aCTOCOBYETHCS
transfer learning, KoM BUKOPHUCTOBYETHCS TMOMNEPEHHO HAaBUYEHA MOJECIb
(manpuknan, ResNet ado ViT na ImageNet) 1 agantyeTbes mig cnenudiuny 3aaaqy.

[lepeBaru HaBUYE€HOI MOACITI:

o CKOpPOYEHHsI yacy HaBYaHHS,
o MIJABUIIEHHS TOYHOCTI TPU OOMEXKEHIH KUIBKOCT1 BIaCHUX JaHUX.

[Tpouiec migBumeHHs €(hEKTUBHOCTI:

e 3aBaHTAXEHHS IMOIEPEIHHO HABYCHUX Bar;
e 3aMOpOXKYBaHHS MEPUIMX LIApiB AJId 30epexkeHHs] 0a30BUX O3HAK;
o IlepenaBuanHs BepXHiX HIapiB 1] HOBHI1 1aTacerT.
Jns MmiABMINEHHSI y3arajbHIOKYO1 3AaTHOCTI MOJEJIEH 3acTOCOBYHOTHCS
METOJIU PETysPU3aIlii:
« Dropout: BummagxoBe BUMUKaHHS YaCTHHA HEUPOHIB 1] 4YaCc HaBYaHHS;
o Weight decay (L2 perynsipusaiisi): mrpad 3a BeJIMKi Bard MEpexi;
o Early stopping: mpurnvHeHHS HaBYaHHS TPH BIIICYyTHOCTI MOKpAIICHHS Ha
BaJIJAIMHUX JAHUX.

Po3missHEMO cXeMy HaBYaJbHOTO MPOIECY (TEKCTOBUM OIKUC):
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Hasuanpuuii pmaracer — Forward Pass — OOumciaenas Loss —
Backpropagation — OwnoBnennst Bar — Perymsapusanis — Bamipamis —
[ToBTOpEHHS JO KOHBEPTEHIIIi.

HaBezneHo npakTuyHi acmeKkTH 11eHTH(IKAIT 300pakeHb.

1. O6csar naHux: BelMHMKI MOJENl MOTPeOyIOTh 3HAUHUX OOCATIB JaHUX IS
HaBYaHHS.

2. O6uncmoBansHi pecypcu: GPU/TPU nns npuckopeHHs HaBYaHHS.

3. Bubip Merpuk: sl KOHTPOJIIO SKOCTI HAaBYaHHS BUKOPUCTOBYIOTH accuracy,
F1-score, precision, recall, [oU (mis cermenraitii).

4. Bamigamiini crparerti: k-fold cross-validation, hold-out validation, stratified
sampling.

bazyrounch Ha BHIIlE CKa3aHOMY MOKHA JIMTH BUCHOBKY 1110 METOY HABYAHHS
Ta TIArOTOBKA [1aTaceTIB € OCHOBOIO €(EKTUBHOI CHUCTEMH 1AeHTHU(DIKAIT
300pakeHb. SIKiCHI Ta 30aJ1aHCOBaH1 1aHi, @ TAKOXK MPABMIIBHO MiA10paHi alrOpUTMHU
HaBYaHHS, (YHKIIi BTpaT Ta ONTHUMI3aTOPH 3a0€3MeYyl0Th BUCOKY TOYHICTh
moneneit. Transfer learning Ta perynsipu3zaliiiifHi METOAM TO3BOJISIIOTH JOCSTATH
BIIMIHHMX pE3YJIbTaTiB HaBITh MPU OOMEXKEHUX pecypcax Ta oOcsrax JaHux. Yci
eTanu — B 300py JaHMX J10 ayrMEHTAallli Ta HaBYaHHA — (POPMYIOTh (PyHIAMEHT IS

MOAAJBIIOI0 BUKOPUCTAHHS MOAEIIECH Y PEAIbBHUX YMOBAX.

2.3. MeTpuKHM OLIHKH AKOCTI iteHTHiKkamii

EdexkruBHicTs cucrem  ineHtudikanii  300paxkeHb 3HAYHOI  MIPOIO
BU3HAYAETHCS METPUKAMH OIIHKKM TOYHOCTI Mojenei. MeTpuKH T03BOJISIOTH
KUIbKICHO BU3HAYUTH, HACKUIBKU JOOpEe HEHPOHHA Mepexa po3Mi3Hae 00’ €KTH Ta
y3arajbHIOE€ 3HAaHHS Ha HOBHUX JaHUX. BuOip MeTpuK 3ajeXuTh BiJ TUIY 3aaadl
(kmacudikarrisi, cerMeHTallis, AeTeKIlisl 00’ €KTIB) Ta CeU(IKU 1aTaceTy.

[lepernstHeMO METPUKH 151 3a/1a4 Kiracuikartii:

1) Tounictsb (Accuracy)
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TouHICTh MOKa3y€e BIJCOTOK MPaBWIBHO KIIACH(IKOBAHMX 300pakeHb BIJHOCHO

3arajbHOI KIJIbKOCTI:

TP+TN
TP+TN+ FP+FN

Accuracy =

ne:

o TP — icTuHHO MO3UTHBHI MepeaOadeHHS,

o TN — icTUHHO HETaTUBHI MTepenOadCHHSI,

o FP — xuOHO mo3uTuBHI,

o FN — xubOHO HeraTuBHI.

TouHiCcTh € MPOCTOIO Ta 3PYYHOI0 METPUKOIO, ajie MEHII 1H(OPMATUBHOIO

JUTsl HecOaTaHCOBAHMX JAaTaceTiB, € OMH KJIac 3HAYHO MEPEBAXKAE.
2) Precision, Recall ta F1-score:

o Precision (TouHicTh mnepenAdaYeHb): BIMHOIICHHS ICTUHHO MO3UTHUBHHX

nepeadayeHb 10 BCIX MO3UTUBHUX MEepea0ayeHb:

TP
TP+ FP

Precision =
o Recall (moBHOTA): BiJIHOIIIEHHS ICTUHHO MO3WTUBHUX MepeadadyeHb 0 BCIX

PCAJIbHUX IMO3UTUBHUX 3p33KiBZ

TP

Recall = TP+—F1V

o Fl-score: rapmoniiine cepenne mix Precision Ta Recall, mo mgo3Bosnse
OTpUMAaTH 30a71aHCOBaHY OITIHKY:

Precision - Recall
F1=2

' Precision + Recall
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Tabmuus 2.3 — Ipuknan po3paxyHKy METpUK Kiaacudikaiii

Kaac TP FP |FN |Precision Recall F1-score
Al 150 |20 30 0.88 0.83 0.855
Human 140 |25 15 0.85 0.90 0.875

3) Marpuns urytanuau (Confusion Matrix)

Marpuiis TIyTaHWHU J03BOJSIE Bi3yalli3yBaTH pe3yabTaTH KiacuQikalii,
NOKa3yl0uM KUIBKICTh IPaBWIBHUX Ta HEMPAaBUIbHUX IepeA0adyeHb A KOXKHOTO
KJIacy.

Cxema marpuili JUIsl IBOKJIACOBO1 3a]1a4i:

Ilepexdayeno Al Ilependayeno Human
Al R FN
Human FP TN

Martpuiis miIyTaHUHH J103BOJISE JIETKO 1ICHTHU(IKYBATH IPOOIEMH 3 IIEBHUMH
KJIACaMH Ta KOPUTYBATH MOJICITb.

Temep mepernssHeMO METPUKH JIUTS 3a7ad CerMeHTalii. Y 3amadax cerMeHTartii
BXJIMBO OI[IHIOBATH, HACKIILKM TIPAaBUJIBHO MOJENIH BHUIISAE O00’€KTH Ha
300paKeHHI.

Intersection over Union (IoU)

IoU BuMiproe CTymiHb EPEKPUTTS MK MEPE0AYEHOI0 MACKOIO Ta PEaTbHOI0
MacCKOIO:

Area of Overla
{0 = / P

Area of Union
Dice Coefficient
Dice Coefficient (Takox Dice Loss mpu HaB4aHH1) OIIHIOE CXOKICTh M1k JBOMA

MHOXWHAMHU M1KCETIB:

21XNnY|
| X | +IY |

Jle X— nepenbauena Macka, Y— icTUHHA Macka.

Dice =
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Tabmuus 2.4 — MeTpuku cerMeHTalli st IpuKiiasy

3o0pa:xkeHHst IoU Dice
Img 001 0.82 0.90
Img 002 0.75 0.86
Img 003 0.88 0.93

Pixel Accuracy Bu3Ha4ae BiJICOTOK MPABUIIbHO Mepe10aueHNX MIKCEMiB Ha BCIX

300pakKeHHSX:

Correct Pixels
Total Pixels

Pixel Accuracy =

PosrnsineMo MeTpuku Juist 3a7a4 ASTEKIlli 00 €KTiB.
J{ns mokamizanii 00’ €KTiB BUKOPUCTOBYIOThCs Precision-Recall curve Ta mAP
(mean Average Precision):
o mAP: cepenne 3HaueHHst AP 1o Bcix kiacax ta rmoporax loU;
» Precision-Recall curve: nokasye xkoMmpomMic Mi>k TOYHICTIO Ta IIOBHOTOIO Ha
PI3HHX MTOPOTax.
CxeMa BU3HAYEHHS METPHK:
1. Moaens pobuts nepeadaveHns (bounding boxes).
2. Busnawaetncs [oU Mixk nepen0adeHuM Ta peaibHUM 00’ €KTOM.
3. Busnavatotscs TP/FP ta obuucntoetsest Precision/Recall.
4. TloOymoBa kpuBOi Ta po3paxyHok mAP.
[leperstHeMo BUOIp METPUK JIsl KOHKPETHOTO J1aTaceTy
Hnst Al vs Human Generated Dataset onTuManbHO 3aCTOCOBYBATH:
1. Jns xknacudikarii: Accuracy, F1-score, Confusion Matrix [25, 31].
2. Jns mipsuienoi ingopmaruBHocTi: Precision ta Recall nis koxkHoro kiacy,
o0 KOHTPOJIFOBATH OalaHC MK IOMHJIKOBUMH Kiacudikamismu Al Ta
Human [30].

OrnsiHeMO JT0IaTKOB1 aCHEKTH OIIHKY 1IeHTU(IKAIllT 300paKeHb:
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« Bamigamia Ha BiakiaaeHid BuOipii (Hold-out Validation): wactuna naracety
HE BUKOPHUCTOBYETHCS IT1]1 YaC HABYAHHS JIJIS TIEPEBIPKU y3araJlbHCHHS

« K-fold Cross-Validation: garacer po3ouBaeThcsa Ha k 4acThH, KOXKHA 3 SIKHX
M0 Yep3i BUKOPUCTOBYETHCS SIK BaNiJaliifHa, IO IMABUIIYE HATINHICTH
OIIHKU,

o Stratified Sampling: rapanTye mnpomnopiiiiiHe MNpeACTaBICHHS KIaciB Yy
HAaBYAIBHHUX Ta TECTOBUX BHOIpKaXx.

PosrnsHemo cxeMy mporiecy OLiHKHA Mojienl ieHTHdikaiii 300pakeHHS:

Hapuanbunii maracer — TpenyBanHs moneni — Bamimaris — Po3paxyHok
MeTpuK — AHal3 pe3ynbrariB — KopuryBaHHs Mozeni.

OTOX METPUKH OIIHKM € HEOOXIJIHUM I1HCTPYMEHTOM KOHTPOJIO SKOCTI
mMonened  igeHTudikamii  300paxkeHb.  Jug  knacudikamiiiHuX — 3agay
HallepexTuBHIMMU € Accuracy ta Fl-score, mnsi cermenranii — IoU Tta Dice
Coefficient, a mma nmerekuii — mAP Ta Precision-Recall curve. Bukopucranus
KOMOiHAIlll METPUK JO03BOJISIE KOMIUJIEKCHO OI[IHIOBaTH €(QEKTHBHICTh CHUCTEMH,
BUSIBJISITH CJTA0K1 MICIIs Ta 3a0e3MedyBaTi BUCOKY TOYHICTh 1 HAJIWHICTh MOJIETIeH

pu poOOTI 3 peajbHUMU JaHUMHU.

2.4. [IpoOiieMu Ta BUKJIUKHU npouecy ineHTUdikanii 300paxeHb
[Ipouec inenTudikamii 300pakeHb 3a JOMOMOIOI0 IUTYYHOTO IHTENEKTY €
CKJIaJIHOIO 0araTrOKOMIIOHEHTHOIO 3ajavero. BiH mepenbadae He JHIIEe poO3poOKy
e(eKTUBHUX MOJIeTIell HEMPOHHUX MEPEXK, aJie i ypaxXyBaHHs YUCICHHUX 30BHIMITHIX
(bakTopiB, Kl MOXYTh CYyTTE€BO BIUIMBAaTH Ha SIKICTh 1 TOYHICTH Mozeni. Cepen
KJIFOYOBUX BUKJINKIB BUIISIOTE:
e HAaSBHICTb IIYMY Y BXIJTHUX JIaHUX;
o TEPEKPUTTS 00’ €EKTIB;
 Bapiailii yMOB OCBITJICHHS,
o MaciuTaOyBaHHs Ta Pi3HY SKICTh 300paXKEHb;

o 00OMexeHHs y (GOpMyBaHHI HaBYAJILHUX BHOIPOK.
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[li daxkTopu 3HWKYIOTh €(PEKTUBHICTh aJrOpPUTMIB 1 MOTPEOYIOTh
creriajai3oBaHuX METOIIB KOMIIEH ALl Ta NIIBUILEHHS CTIMKOCTI MOJIEIEH.

[ITym — 11e BUITaIKOB1 3MIHHU SICKPABOCT1 200 KOJILOPY MIKCEIIIB, SIKI HE HECYTh
KopucHOi 1H(popMarli mpo 00’ekT. BiH MoXe BHHHMKATH 4Yepe3 CEHCOpPH Kamep,
KOMITpecito  (ailsliB, HHU3BKY OCBITJEHICTh a00 €NeKTPOHHI TEPEIIKOIH.
Jns cucteM 11eHTHGIKAIT IITYM € CepHO3HUM BUKIUKOM, OCKIJIBKM HAaBITh HE3HAYHE
CIIOTBOPEHHS CTPYKTYPH 00’ €KTa MOXKE MPU3BECTH JI0 MIOMUJIOK Kiacudikarii.

Tunu mymy: rayciBCbkui, iMImynbcHUM (salt-and-pepper), nepenaBaibHUI Ta
1HIII.

Metoau 60poTHOH 31 HIyMOM:

MeiaHH1 QUIBTPU;

JIBOCTOPOHHS (OUIBTPALLis;

BEUBJIET-NIEPETBOPECHHS;

3TOPTKOBI aBTOCHKOICPH.
JlonaTkoBO 3acTocoByeThesa data augmentation 13 JOJaBaHHSAM LIYMY ITiJT 4ac
HaBYaHHS, 10 TiBUIIYE CTIHKICTh CHCTEMH J0 peallbHuX yMOB [7, 12].
[lepexkputtst 00’ekTiB (0occlusion) € ofHIEO 3 HAMOUIBII CKJIAAHUX MPOoOIEM
KOMIT'IOTEPHOTO 30py. Y peaJlbHUX YMOBax OO0’€KTH PIAKO 300pakyrOThCS
130J1bOBAHO — BOHHU MOXKYTh YaCTKOBO TIEPEKPUBATH OIHE OJTHOTO abO0 3JIMBATUCS 3
dhoHOM.
Meronu mogoaHHs MpooIeM:
o Instance segmentation (Mask R-CNN, YOLACT) — BioKpeMIIIO€ KOKEH
00’ €KT HaBITh MIPU TIEPEKPUTTI;
o PexoncTpykiiss BigcyTHIX dYacTwH (inpainting) — BIJHOBIIIOE IUTICHUN
BUIVISIT 00’ €KTA;
o Attention mechanisms — 30cepemKyrOTbCS Ha PENEeBAHTHUX JUISHKAX
300pa’keHHs, ITHOPYIOUX HETMOBHI a00 (poHoBi1 obmacTi [18, 23].
Pi3Hi kamepu, po3nuibHA 37aTHICTh, OanaHc Oij0ro, (OKyC, OCBITIICHHS Ta

MOJIOKEHHS 00’ €KTiB (pOpMYIOTH pi3HOpPIAHI BXiAHI faHi. [le cTBOproe mpobiemy
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domain shift, konu momens, HaBYEeHA Ha OJHOMY HAOOp1 300pakeHb, MOTAHO
y3arajbHIOE Pe3yJIbTaTy Ha 1HIIIOMY.
Mertonu noponanHs npooiemu domain shift:
« Domain adaptation Ta transfer learning — mepeHanamToOByOTh OMEPEIHBO
HaBYEHI MOJIEJNI ITi]] HOB1 YMOBH;
e BHUKODUCTAaHHS BEJIMKHUX TMoONepeaHbo HaBueHuX Monenedt (ResNet,
EfficientNet, Vision Transformer) a1 miaBUIICHHS TOYHOCTI [25];
o HOpMaJI3allisg Ta ayrMEHTAIllsd JaHUX: MaciITaOyBaHHs, KOPEKIlisl KOJIbOPIB,
OCBITJICHHSI, [IOBOPOTH, KOHTPACT — M1JIBUIIYIOTh CTIHKICTh Mozei [9, 19].
HepiBHOMIpHE TIpeacTaBIEHHS KJIACiB y HaBYAJIbHIN BUOIPIl TPU3BOAUTH 110
NepeHaBYaHHS Ha JIOMIHYIOYMX KJacax 1 TMOTIPIICHHS TOYHOCTI JJis PIAKICHUX
00’ €EKTIB.
MeTtoau nofgoaaHHs IepeHaBIAHHS:
o Oversampling — nyOnroBaHHS NMPUKIIAJIB MAJTUX KJIACIB;
o Undersampling — 3MeHIlIeHHS KIJIBKOCT1 IPUKJIA/IB BEIUKUX KJIACIB;
« Synthetic data generation — CTBOpEHHS IITyYHUX 300pa’KEHB 32 TOTIOMOTOIO
GAN;
« Class weighting — KoMII€HCy€ BIUIUB BEJIMKHUX KJIACIB 1]l YaC HaBYAHHS.
CuHTeTHYH1 JaHl OCOOJMBO aKTyajdbHI JUIi MEOUIIMHU Ta IIPOMHCIOBOTO
KOHTPOJIIO, JI€é OTPUMATH BEJIMKY KUIBKICTh aHOTOBAHMX 300pa)K€Hb CKJIAJHO a0o
noporo [11, 30].
[lepernsiHeMO eTuyH1, 6€3MEKOBI Ta IHTEPHPETAIIHI ACTIEKTH:
o eruka: IneHtudikamiiini cucremu y OloMeTpli Ta BIAEOCHOCTEPEKEHH]
MOXKYTh TIOPYIITYBaTH MPAaBO HA TPUBATHICTH;
« Explainable AI (XAl): IToscHtoBaH1 Mojie1 JO3BOJISIIOTH PO3YMITH, HA OCHOBI
SKUX O3HAK MOJICh YXBaJIujIa PIllICHHS;
o Oesmeka: Ataku Ttumy adversarial examples — HaBMUCHO MOaM(IKOBaHI

306pa)K€HH$I — MOXYTb BBOAUTH MOJCJIb B OMaHYy,
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o MeToau 3axucTy: adversarial training, robust optimization, GaraTopiBHEBI
CHCTEMH TMEPEBIPKHU TOCTOBIpHOCTI [28, 34].

Po3pobka edekTuBHHX cucTeM iaeHTUdiIKaIii 300pakeHb HEeMOXJIHBa 0e3
ypaxyBaHHS peaJbHUX OOMEXEHb 1 BHUKIHUKIB: IIyMy, MEPEKPUTTS 00 €KTIB,
nucOanaHcy BHOIpOK Ta pi3HOT SKOCTI maHuX. [logonmanHsa mux mpobiaeM BuMarae
1HTETPOBAHOTO M1IXOMY:

o TIOTIEpenHs 00poOKa 300paKeHb;
e CTIHKI MOJIETIl HEUPOHHUX MEPEK;
e METONU reHepallii CAHTETUYHUX JTaHUX;
e BpaxyBaHHS €TMYHUX Ta O0€3MEKOBUX ACIEKTIB.
Cy4acHi TeHJEHIlT PO3BUTKY CHUCTEM 1AeHTH(IKAII CIPSIMOBaHI Ha ITiIBUIICHHS

CTIMKOCTI, aJallTUBHOCTI Ta MPO30POCTI MOJICJICH JIJIsi KIHIIEBOTO KOpUcTyBaua [37].

BucHoBkHM 10 po3ainy 2

Otxe, Apyruid po3Iia 3acBIIUMB, 110 METOAOJIOTIYHI aCMeKTH MOOYI0BU
cucTeM iaeHTudIKaiii 300paxeHb BU3HAYAIOTh iXHIO €(EKTUBHICTD Ta MPAKTUYHY
npuaatHicTb. Bulip apxiTekrypu HepoHHOI Mepexi, Takux sk ResNet un Vision
Transformer, ao3BoNsA€ 3HAWTH OajdaHC MIK TOUYHICTIO Ta OOYMCIIOBAILHOIO
MPOAYKTUBHICTIO. SKICTh MIATOTOBKM JaraceTiB, BKIOYHO 3 OUYHILCHHSIM,
ayrMeHTallleo Ta OalaHCyBaHHSAM, 0€3MO0CEpEeIHbO BIUIMBAE HA PE3YIbTATUBHICTD
Mojene. MeTpuku OIIHIOBaHHS, 30KpeMa TOYHICTh, IOBHOTa Ta FIl-mipa,
3a0e3MeuyoTh KOMITJIEKCHUH aHali3 poooTu cucteMu. BogHoyac iCHYIOTh BUKJIHKH,
MOB’s13aHl 3 IIYMOM, MEPEKPUTTIM OO0’ €KTIB Ta PIZHOIO SIKICTIO 300paKeHb, SKI
noTpeOyI0Th CHeIiaTbHIUX METOAIB 0OPOOKHU Ta CTIMKUX Mojeiei. TakuMm 4MHOM,
METOIOJIOTIYHUM M1X1] Ma€ BpaxOByBaTH sIK MaTeMaTU4H1 aCTIEKTH, TaK 1 IPaKTUYHI
O0OMEKEHHS armapaTHUX PECyPCiB, MO JO3BOJISIE CTBOPIOBATH ONTUMAJIbHI CHCTEMH

AJI1 pCaJIbHUX YMOB.
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PO3/11 3
MPAKTAYHA PEAJIBAIISI MOJIEJI ITEHTU®IKALT 30BPAKEHD

3.1. ITocraHoBKAa 3aBAaHHS Ta BUOIp IHCTPYMEHTIB

Y Mexax wMarictepchkoi poOOTH TPOBOAUTHECS PO3pOOKAa MOmei
aBTOMAaTH4YHOI i7eHTU(dikaiii 300pakeHb, ska Mae OyTH NPHAATHOW IS
BUKOPHCTAHHS B 3aJa4aX KOMII IOTEPHOTO 30py Ta I1HTEICKTyalbHOI 0OpOOKH
Bi3yanbHOT iHGopMairii. OCHOBHHIA aKIIEHT pOOUTHCS HA CTBOPEHHI MOJIEI1, 3AaTHOT
HE TMPOCTO PO3Mi3HABaTH 00 €KTH Ha BXIJHUX 300pa’KEHHAX, a W poOUTH IIe
CTaOUIBHO Ta HAMIMHO 3a YMOB, 110 YaCTO TPAIUISIOTHCA y pealbHUX CLEHAPIsX.
M5eThest Ipo HASBHICTH Pi3HOMAHITHHX CIIOTBOPEHB: IIYMiB, HEOJHOPIAHOIO abo
HECTA0LILHOTO OCBITJIICHHS, 3MiHY PAaKypCIB, YaCTKOBE MEPEKPUTTS 00’ €KTIB TOLIO.
ToOTo MOnEenp Ma€e MPOAEMOHCTPYBATH JOCTATHIO CTIMKICTH 1 30€piraTd BHUCOKY
TOYHICTh KiIacHiKaIlli HaBITh Y CHUTYyalllsIX, KOJIM BHUXIJIHI JaHl € JaJCKUMHU BiJl
«1/ieaTbHUXY.

JIJist MOCSITHEHHsSI TIOCTABIEHOI METH HEOOXIJHO peali3yBaTd IMOBHHMA
KUTTEBUN ITUKI PO3POOKM MOJEIl — BiJ MiJTOTOBKMA Ta aHami3dy JaraceTy A0
MPOEKTYBAHHS MOJIEJII HEUPOHHOI Mepexi, 11 HaBYaHHS, MOJATBIIIOTO TECTYBaHHS Ta
MPOBE/ICHHA KOMIUJIEKCHOTO OIIHIOBaHHS SIKOCTI poOoTH. OKpeMUM €eTaroMm €
NOPIBHSAHHS OTPUMAaHUX pE3yNbTaTiB 13 MOUIMPEHUMH CYYaCHUMH MI1AXOJaMH,
takuMu sk ResNet Ta ViT, mo m03Bosisie 00’€KTUBHO OIIHUTH €(PEKTUBHICTH
po3pobieHoi Mozeni. Uepe3 0araroKOMIOHEHTHICTD 1 TEXHIYHY CKJIQJHICTh IIOTO
Ipolecy OCOOMMBO BAXKJIMBUM € TpaBUIbHUN BHOIp 1HCTPYMEHTIB, fKi
3a0e3MeuyI0Th THYYKICTh KOH(DITypaIlii, MOKJIUBICTh MAaCIITAOyBaHHS Ta aaNTaIliio
JI0 PI3HUX THUIIIB €KCTICPUMEHTIB.

ba3zoBolo MOBOIO TporpaMyBaHHsS IS peajtizallli BCi€l Mojel o0paHo
Python. Take pimeHHst 3ymoBiIeHe TuM, 10 Python Bxke naBHO cTaB OCHOBHUM
CTaHJAPTOM Yy Tally3sX MAaIIMHHOTO HABYAHHS, TTMOMHHMX HEUPOHHUX MEPEK 1

KOMIT FOTEpHOTO 30py. BiH Mae BenuKy KUTBKICTh CHeIliaidizoBaHuX Oi0mioTek 1
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(bperMBOpPKIB, SIKI JIO3BOJISIOTH MPAIOBATH 3 JaHUMH Pi3HOTO (popMmary, 3pydHO
CTBOPIOBATH Ta TPEHYBaTH Mol Oymb-sikoi CKiIagHocTi. Jlo KIIOYOBUX TepeBar
Python moxxHa BigHEeCTH:
e MOXJIHBICTh OOpPOOKHM BEIMKMX MAaCHBIB JaHMX Ta peaiizarlii CKIaJHUX
MaTeMaTUYHUX OTeparlii;
e 3PYYHUM, YNTAOCIIHPHUH 1 JJAKOHIYHUNA CHUHTAKCHC, SIKMH 3HAYHO MPHUCKOPIOE
PO3pOOKY;
e CYMICHICTh 13 YHCJICHHUMH (PpeMBOpPKaMH, OPIEHTOBAHUMHU Ha IITYYHUHN
IHTEJIEKT Ta aHaII3 JaHuX;
e QAKTHBHY CBITOBY CIHUIBHOTY, IO 3a0e3nedye Oe3nmepepBHUIA PO3BUTOK
EKOCHCTEMHU Ta MIBUJIKE PO3B’A3aHHS TEXHIYHUX MTUTaHb.

Came 3aBmIKM NHM BIAacTUBOCTAM Python BucCTymae yHiBepCcaIbHAM
THCTPYMEHTOM, IIIO JO3BOJISIE 30CEPEIUTHCh Ha KOHIIETITYaIhbHUX aCTIEKTaX MOJENI,
a HE Ha HU3bKOPIBHEBUX TEXHIYHUX JICTAJISX.

Jliist 6e3mocepeTHbOro CTBOPEHHS, KOH(DIrypallii, HABYaHHS Ta MMOAAJIBILIOTO
TECTyBaHHS HEWPOHHOI Mepexki Bukopuctano ¢ppeimBopk TensorFlow y moennanni
3 BucokopiBHeBUM APl Keras. Ils koMmOiHaiisi Ha CBOTOJHI € OJHIEID 3
HaWIMOIIMPEHIIINX Ta HaW3py4HIUX Yy cdepl NMHMOUHHOTO HABYaHHS, OCKUIbKU
3a0e3rneuye HU3Ky BaroMHUX MepeBar:

e MOIYIBHICTH IOOYTOBH MOJCICH, KA TO3BOJISIE JIETKO (DOPMYBATH SIK
MIPOCTI, TakK 1 CKJIaJHI OararomapoBl MOJIEII;

. MIATPUMKY armapaTHOro MpuckopeHHs 3a nornoMmoroo GPU, mio 3nauHo
CKOpOYY€E Yac HaBYAHHSI,

e JIOCTYH JIO IIUPOKOTO HAOOpPy TOTOBUX MIapiB (HANpPHKIA,
Convolution2D, MaxPooling2D, BatchNormalization), 1mo copoilye mpoiec
MIPOCKTYBAHHS Ta JIa€ 3MOTY IIBUIKO EKCIICPUMCHTYBATH;

o  IHTErpoBaHl 3aco0M MOHITOPMHTY Ta Bi3yasi3aiii, 30Kpema uepe3
TensorBoard, mio mnonermrye aHami3 JuWHAMIKA HaBYaHHS Ta KOHTPOJIb 3a

MOXIIMBUMHU IICPCHABYaHHAMMU.
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Taka komOiHaIlisl THCTPYMEHTIB J103BOJII€ €(EKTUBHO peajizyBaTh HaBITh
CKJaJHI Mofem Ta 3a0e3nedye JIOCTaTHIO THYYKICTb Ui MPOBEICHHS

EKCIIEPUMEHTIB 1 MOAANBIINX JTOCTIKEHb Y MEXKax JaHOi pOOOTH.

Input layer 1st hidden layer 2nd hidden layer Output layer
28x28=784 pixels 300 neurons 100 neurons 10 digits

Pucynox 3.1 — Cxema po6otu TensorFlow

VY Mexax maHoro mociimkeHHs Keras BUKOHY€ poiib HE IPOCTO 1HCTPyMEHTA
JUTSI TIOKPOKOBOTO BU3HAYEHHSI CTPYKTYpH MOENl i (DOPMYBaHHS MOCIITOBHOCTI
mapiB. PakTUYHO BIH BHUCTYIA€ SIK YHIBEPCAJbHUM, THYYKH Ta IHTYITUBHO
3po3yMinuii iHTEepdeic, Mo T03BOSIE MIBUIKO 3MIHIOBATH apXiTEKTYpy HEHPOHHOT
MEpeXi, EeKCIepUMEHTYBaTH 3 PI3HUMH KOHQITypalissMi Ta OIEPaTUBHO
3M1MCHIOBATH MA01p TinepnapamMeTpiB. 3aBAsiKi [[bOMY MPOLIEC MOJICIIIOBAHHS CTa€e
3HAYHO JWHAMIYHINIAM: JIOCTIJHUK MOXXE€ BUIBHO BapirOBaTH THIM IIapiB, iX
KUIBKICTh, QYHKIIT aKTHBAIlll, po3Mipu (PUIBTPIB, aATOPUTMH ONTHUMI3AIli Ta 1HIII

KPUTUYHO BaXKJIMBI MapaMeTpu 0e3 moTpedu y 3HaYHUX nepepoOkax komay. Takum
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yuHOM, Keras 3a0e3neuye He JuIle 3py4YHICTh peasizalli, a i CTBOPIOE YMOBH JIJIst

OLTBII TIIMOOKOTO Ta ETATLHOTO EKCTIEPUMEHTAIBHOTO aHaIi3y.

Feature maps

f.maps

1|
s, Cutput

-

Convolutions Subsampling Convolutions Subsampling Fully connected
Pucynok 3.2 — Cxema poootu Keras
VY pamkax marictepcbkoi podotn OpenCV Oyno 3acTOCOBaHO SIK OAMH 13
KIIIOYOBUX IHCTPYMEHTIB MIATOTOBKM Bi3yallbHUX JaHHMX TeEpes iX mepenadero Ha
BX1J] HEMpOHHOI Mepexki. OCKIIbKUA SKICTh Ta OCOOJMBOCTI BUXIIHMX 300paK€Hb
0e3mocepeIHbO BIUIMBAIOTh HA €()EKTUBHICTh HABUAHHS, TIONEpEeAHsI 00poOKa cTae
HEBIJI’EMHUM eTanoM (opMyBaHHS KOPEKTHOTO Ta 30alaHCOBAHOTO JaTacery.
Buxopuctanus OpenCV nano MOXIMBICT BUKOHATH HU3KY Ba)XJIMBUX OIEpalliu,
CIIPSIMOBAHMX Ha TOKpAIICHHS SIKOCTI JAaHUX 1 MIJABUIICHHS CTIMKOCTI MOl 10
Bapialii, o0 XapaKkTepH1 sl pealibHOTO CEPEIOBUIIIA.
3o0kpema, y mporieci 00poOku Oyiu peasii3oBaHi Takl KPOKHU:

e HOpMami3aiis SICKpaBOCTi, [0 JO3BOJSE€ 3MAJATH PI3HULIO MIXK
300pakeHHSIMH, OTPUMAaHUMHU TIPH PI3HUX YMOBaX OCBITJIICHHSI, Ta 3a0€31euye
O1IBII OAHOPITHUM HAOIP JIJIsi HABYAHHS,

e 3MiHA PO3Mipy, HEOOX1IHA JJIsi TMPUBEIEHHS BCIX 300pa)k€Hb 10 €JIWHOIO
dopmary, 1O copomnrye pobOTy Mojedn Ta CHOpHUS€ 3MEHIIECHHIO
00YHCITIOBATILHOTO HABAaHTAKEHHS;

o (impTpamis IIyMiB, siKa 3MEHIIY€ BIUIMB BHUMNAJAKOBUX apredakTiB Ta
MOKpAIIy€e BUTUMICTb CTPYKTYPHUX O3HAK 00’ €KTIB;

o TeHepallis JOJATKOBHUX Bapialliil (ayrMeHTailis) — 3acTOCyBaHHs MOBOPOTIB,

J3epKAIbHUX B110OpakeHb, 3MIHM KOHTPACTY Ta 1HIIKMX TpaHchopmariiit, mo
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30UTBIIYIOTh PI3HOMAHITHICTH HA0OpPy JaHMX 1 JONOMAararTh YHUKATH
nepeHaBYAHHSI.
3aBAsIKM TAKOMY KOMIUIEKCHOMY MiAXOAY BAaJIOCs c(hopMyBaTH OUTBII CTIMKUN
1 peNpe3eHTaTUBHMM AATACET, 110 KPaIlle BiAMOBIa€ yMOBaM pPEeaIbHOI €KCIUTyaTallii
monedni. Lle, y cBoro uepry, Bigirpae KJIt04oBy poJib Y MiABUIIECHH] y3arajlbHIOIUOT
3IaTHOCTI HEMPOHHOI Mepexki Ta 3a0e3neuye OUIbII cTaOUIbHI pe3yabTaTH IMij Yac
Kkiacudikarii.

Original

Pucynoxk 3.3 — ITpuknan nonepeaHb01 00poOKH 300pakeHHS

[locTaHoBKa 3amadi y KOHTEKCTI TIOOyIOBH MOl aBTOMATHYHOI
ineHTudIKali 300pakeHpb Tmependadyae MPOXOMKEHHS KUTHbKOX (YHIaMEHTAIbHUX
eTariB, K1 pa3oM (GOPMYIOTh JIOTTYHO Y3TO/KEHHN KOHBEEP 00poOKkH naHuXx. Koxen
13 IIUX €JIEMEHTIB BUKOHY€E BJIACHY (PYHKIIIIO, aJie BCl BOHHM € B3a€MO3aJICKHUMHU Ta
BHU3HAYAIOTh KIHIIEBUI PIBEHb MPOTYKTUBHOCTI MOJIEIII.

1. Inrepnperaris 300paxeHHs. Ha mpboMy moyarkoBomy etarii BiJIOyBaeTbCA
aHa3 CHPUX TIKCETbHUX JaHUX, BHU3HAYCHHS IXHBOI CTPYKTypH Ta
BUSIBJICHHS 0230BHX JIOKAJIBHUX 0COOJUBOCTEH, SIK1 MOXKYTh MICTUTH KOPUCHY
1H(pOopMalLIito 1 HoJaNbIIUX eTaniB. Mozaenb (PaKTUYHO BUUTHCA «UUTATH
300pakeHHSI, IEPETBOPIOIOYH XaOTUYHY MATPHITIO MIKCETIB HA BIIOPSIKOBaH1
MaTePHHU.

2. ®opmyBaHHS O3HaK. Ha npyromy erami TpOCTOPOBI 3aJIEKHOCTI MIXK
MIKCEJISIMA TIEPETBOPIOIOTHCS HA y3arajbHEHI BHCOKOPIBHEBI JIECKPUIITOPH.
Cawme 3ropTkoBi onepaiiii, BiactuBi TITMOMHHUM CNN-MoemsM, 103BOJISIOTh

ABTOMATUYHO BUJISATH XapaKTepHI KOHTYpU, TEKCTYpH, GOpMH, IO €



43

3HAYYIIMMU I po3mi3HaBaHHs. Lle 3abe3nedye cyTTeBe MiABUIICHHS
1HQOPMAaTUBHOCTI ~ MPEACTAaBICHUX  JaHUX  0e3  ydacTi  pydYHOTO
(biuepiHKUHIPUHTY.

3. Knacudikauis. Ha ¢inanbHOMy eTami Monenb IHTEPIpPETyeE 3reHEepOBaHi
O3HAKW, TOPIBHIOE I1X 13 paHilie BUBYCHUMH IIA0JIOHAMU Ta TPUCBOIOE
300pak€HHIO BIIMOBIIHUH Ki1ac. DaKTUYHO 1€ MPOIEC MPUNHATTS PIlICHHS,
PE3YABTATOM SIKOTO € KaTeropis abo MiTKa, 110 HAWTOYHIIIE OMHCY€E BXITHE
300paKeHHS.

TakuMm 9yrMHOM, yCi 3a3Ha4€H1 CTa/lii IHTETPYIOThCS B €IMHUN KOHBEEP 00pOOKHU
JIAaHUX, JI€ KO’KEH KOMIIOHEHT BIJITPA€ BAXKIIUBY POJIb Y 3a0€3ME€UeHH1 Y3rOIKeHO1 Ta
edextuBHOI poOoTH Mozaei. [lopyurenns abo cnponieHHs Oy/Ib-sIKOTO 3 HUX MOXKE
MOMITHO 3HU3UTH SIKICTh KJacu@ikairii.

Yepes BUCOKY 00UUCITIOBAIIbHY CKIIQIHICTh IMPOLIECY HABYAHHS — OCOOIMBO HA
eTanax, IOB’SI3aHMX 13 BUKOHAHHSIM 3TOPTKOBUX OTEpaliil 1 MacmTaOHUMHU
MaTPUYHUMH OOYHCICHHSIMH — OyJI0 BUKOPHUCTAHO arapaTrHe MPUCKOPEHHS 3a
nornoMoroto rpadiunoro mnpoiecopa (GPU). ¥V nopiBusHHI 3 Tpaguiiitnum CPU,
GPU no3Bossie mapaneibHO BUKOHYBAaTH TUCAY1 IPIOHUX Omepawii, 1o poOuTh HOTo
i7IcaTbHUM IHCTPYMEHTOM JJIsl TPEHYBAHHS TJIMOOKHX HEHPOHHUX MEPEK. 3aBIIsIKH
IIbOMY BAQJIOCS CYTTEBO CKOPOTUTH 3arajibHUN Yac HaBYaHHS, 301IBIIMTH KIJTbKICTh
MOXJIMBUX 1Te€palliii onTumizaimii Ta JOCATTH Kpamioi 301KHOCTI MOJIEdI.
BianogigHo, 3actocyBanus GPU cTajo kirouoBuM (hakToOpoM ImiABUIIEHHS KIHIIEBO1
TOYHOCTI Ta CTAOUIBHOCTI OTPUMAHUX PE3YIIbTATIB.

OT)xe Ha OCHOBI MPOBEACHOTO aHal3y Ta BU3HAYEHUX BUMOT OYJIO
c(hOpMOBaHO KOMIUIEKC MPOTPpaMHUX 3aco0iB, skuil oxommoe Python,
TensorFlow/Keras Ta OpenCV. Taka xomOiHallis 1HCTPYMEHTIB 3a0e3mnedye
MOXJIMBICTh  MOOYIOBH TOBHOIIIHHOI ~MOJENl aBTOMATMYHOI 1JeHTHU(IKAIT
300pakeHb, IO BKJIOYAE TOMEPEIHI0O OOpOOKY MaHuX, (OopMyBaHHS MOJEII
HEHPOHHOI MepexXi, THy4YKUH Mi0ip rineprnapaMmeTpiB, HABYAHHS 3 BUKOPUCTAHHSIM

armapaTHOTO MPUCKOPEHHSI Ta MPOBEACHHS N€TAIBHOI OIIHKYA €(PEeKTUBHOCTI MOJIETII.
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OO6pana koH(pirypailis He JIMIIIE BiJINMOBIIa€ BUMOTaM Cy4YacHHUX JOCIIKEeHb y cdepi
KOMIT IOTEPHOTO 30py, @ W CTBOPIOE OCHOBY JMJIs MOMAJBIIOTO PO3LIMPEHHS Ta

Moaudikalii Moae 3ajeXHO0 BiJl crienudiKu MPaKTUYHUX 3a/1a4.

3.2. Po3poOka Ta HAaBYaHHS BJIACHOI Moei ifeHTHdikanii 300pakeHb

[Ipomiec cTBOpeHHS MOjEl aBTOMaTH4HOI ileHTHdIKaIli 300pakeHb Y
Mekax 1€l poOOTH BKJIIOYAE KOMIUICKCHY pealli3allifo JBOX MPUHIIUIIOBO PI3HUX
Mozenen ruouaHoro HaBdaHHs — ResNet50 ta Vision Transformer (ViT-B/16).
Takuii miaxij 103BOJSIE OXOMUTH SIK KJIACHYHI METOAM KOMIT FOTEPHOTO 30Dy, IO
0a3yroThCS Ha 3TOPTKOBUX ONEpalisfiX, TaK 1 CydacHl TpaHCHOpMEpHI MoJen,
OpIEHTOBaH1 Ha TIOOANbLHMKM aHali3 300pakeHHd. Ha BiIMiHY BiJ CHPOIIEHHX
M1XO/IIB, /1€ 3aCTOCOBYETHCS JIMIIE OJIHA MOZENIb 400 BUKOPUCTOBYETHCSI KACTOMHA
MoJienb 0€3 MOPIBHSAHHA 3 YCTAJICHUMHM PIIICHHSMU, J1aHe AOCIIKEHHS 0a3y€eThCs
Ha CHCTEMHOMY IIO€JIHAHHI TEPEBIPEHUX MojeNiel 13 IMOBHOIO aJalTalli€ro ix
napaMeTpiB, TireprapaMeTpiB 1 TPOLEAYP HABUAHHS JI0 BIIACTUBOCTEN KOHKPETHOTO
JlaTacery.

[lepuioro moaemto, 1o Oyna 3amydeHa y npoieci po3pooku, € ResNet50 —
IMO0KA 3rOpTKOBa HEMPOHHA MEpeXkKa, sIKa MPOTIroM 0araTbOX pPOKIB 3aJIMIIAETHCS
CTaHJAAPTOM SKOCTI y 3afayax kiacudixamii 300paxeHb. 1i (yHIaMeHTaIbHOIO
OCOOJIMBICTIO € BUKOPUCTAHHS PE3UAyaIbHUX OJIOKIB, IO J03BOJSAIOTH €(DEKTUBHO
MIPOBOAUTH HABYAHHS HABITh y JYXKE TITMOOKHX MOJENSX, YHUKAIOUU MPOOJIeMu
3racaHHs TPal€HTIB.

Xoua ResNet50 € nonepennbo HarpeHoBaHOIO Moaeno (ImageNet), y naniit
poOOTI BOHA MPOXOAUTH MOBHUM UK ToHaBYaHHS (fine-tuning). I{e BkiroUae:

¢ 3aMiHy BEpXHIX Kjacu(]ikalliHUX MIapiB HA IIApH, ONTUMI30BaHI MiJ] 3a/1a4y
pO3pI3HEHHS 300pakeHb, CTBOPEHUX JIIOJUHOIO Ta TeHEPaTUBHUMH
MOJIETISIMU;

e TIOBTOpPHE HABUAHHS OKPEMMX MPOMDKHUX OJOKIB JJIs TIIMOIIOI ajanTariii 10

CTHJIICTHYHUX OCOOJIMBOCTEH J1aTaceTy;
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« omnrumizarlito rinepnapametpin (learning rate, batch size, kinbKiCTh €10X), 110
BPaxoBYIOTh CTPYKTYpY 1 OajmaHC Ki1aciB.

Takum ynnHoM, ResNet50 y paMmkax poOOTH BUCTYIA€E «KIACUYHOIO» TOUYKOIO
ormopu, MmO 3a0e3nedye cTaliapHEe Ta J00pe 3po3yMijie TOPIBHSIHHS 3 OLIBII
CYYaCHUMH ITiTXOTaMH.

Hpyroro moaemto crana Vision Transformer, 3okpema kondirypartis ViT-B/16,
10 MpeacTapisie co000 IHHOBAIIMHUI KJIac Mojelel, moOyIoBaHMX Ha MEXaHi3Ml
caMoyBaru (self-attention). Ha Bigminy Big CNN, 110 30CepemKylOThbCcs Ha
JIOKaJIbHUX 3aKOHOMIPHOCTAX 3a JOMOMOror HeBenukux ¢uisTpiB, ViT omepye
m100abHOIO 1H(POPMALIEI0, aHAII3yI0uH B3a€EMO3B’SI3KM MIXK yciMa (parmMeHTaMu
300pa’keHHsI PIBHO3ZHAYHO.

Takuii maxig € 0co6auBO ePEKTUBHUM Y 3aJja4ax pO3Mi3HaBaHHS MMaTEPHIB, K1
HE MAIOTh YITKOI JIOKAJTBHOI CTPYKTYpH — HANPUKIIA], Y BU3HAYEHHI CTUIICTUIHHIX
XapaKTePUCTUK 300paKe€Hb, CTBOPEHUX HEHWpOMEpexero. Y Mexax JOCIHIIKCHHS
Mozeib ViT Takox 3a3Hana HU3KKA MOAU(IKAIIIN:

o 3amiHa (iHANIBHUX KJAcHU(]IKAIIHHUX 11apIB;

o TOHKE NepeHaBuaHHs (fine-tuning) Ha BCbOMY TiJIi MOJIEI;

o ONTUMI3AIS TIApaMeTpiB TPEHYBAHHS MJIsi MIJBHUILEHHA CTAOUIbHOCTI
301KHOCTI.

3aBasiku 1bomy ViT HeMOHCTpy€ 3[aTHICTh BUSIBISTH IJIMOIII CMHCIIOBI Ta
CTHJTICTMYHI BIIMIHHOCTI, IO CKyiIaaH1 I Kimacuaaux CNN.

KombinoBane Buxopuctanusi ResNet50 ta ViT-B/16 no3Bonsie mpoBectn He
JIMIIE TEXHIYHY peati3aliio MoJem 1AeHTU(IKallil 300pakeHb, aje i KOMIUIEKCHUNA
aHaJ13 METOJOJIOTIYHUX BIAMIHHOCTEH MK KJIIACHYHUMU Ta CYYaCHUMHU ITiIXOJaMHU.
3aydeHHs IBOX MOJIEJICH PI3HOTO TUITY J1a€ MOXKJIUBICTh:

o ouiHuTH, Hackuibku CNN 3anumaioTbes e(OEeKTUBHUMU Y  3ajJadax
kiacudikarii 300paskeHpb B €1oxy Tpanc(opmepis;
e BHU3HAUYUTH, 5IKi came ocoOamBocTI ViT 3a0e31neuyroTh MOKpaIlleH1 pe3ysibTaTu

Ha 300paxeHHsx Al-reHeparii;
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e BUSBUTH CHJIbHI Ta CJIa0K1 CTOPOHHU KOXKHOI MOJIEJII IIOJI0 CTIHKOCTI J0 IITyMYy,
Bapialliif OCBITIICHHS Ta 3MIH CTPYKTYPH 00’ €KTiB;

o cdopmyBaTH OUIBII 00’ €KTUBHY Ta BCEOIUHY OIIHKY €(DEKTUBHOCTI MOACHI Y
peallbHUX YMOBAX 3aCTOCYBaHHSI.

Y pesynprari Takuid JABOKOMIIOHEHTHMHA WIAXiJ HE JHIIE pPO3IIUPIOE
MO>XJIMBOCTI aHa13y, ajie i J03BOJIsIE TOOYIyBaTH OUIBII HAAIHHY Ta THYYKY MOJIEIIb
imeHTudikaiii 300paxkeHp, a1anTOBaHy 10 CIeNU()IUHUX BUMOT JTOCIHIHKSHHS.

VY Mexax gociipKeHHs 0yJ10 3aCTOCOBAHO JIB1 KOHIIENTYaJIbHO Pi3HI MOJIeNl —
ResNet50 ta Vision Transformer (ViT-B/16). Xoua ix BHYTpIIIHS JIOTiKa CyTTEBO
BIJIPI3HIETHCS — Yy MEPUIOMY BUIIAJKY JOMIHY€E KJIaCHYHA 3rOpPTKOBa 0OpOOKa, TOI1
AK Yy JpPyroMy BHUKOPHCTOBYETHCS MEXaHI3M CaMoOyBaru — OOMJIBI MOJEIl
MepeciliIyloTh CHUIbHY METY: BUSIBICHHS CTIMKMX O3HAK, $KI J103BOJISIIOTh
BIIPI3HUTU 300pa)K€HHS, CTBOPEHI JIIOJMHOK, BIJ 300pa)eHb, 3r€HEPOBAHUX
HelpoMepesxkamu. Hikue nmomano po3mmpeHuii onuc NpUHIUIIB (YHKI[IOHYBAHHS
KOKHOT MOJIEJI1, iX CTPYKTYpPHHUX OJIOKIB Ta JIOTTYHOI OCIIIIOBHOCTI OOPOOKH TaHUX.

ResNet50 nanexxuts 10 ciMelcTBa NIMOOKUX 3TOPTKOBUX HEHPOHHHUX MEPEK,
y SKHX KJIIOYOBHUM TEXHOJIOTIYHUM MPOPUBOM CTAJIO BIPOBAKEHHS Pe3uUOYAIbHUX
36’s3kie (skip connections). Ll 3’e€qHaHHSA JO3BONISIIOTH YHUKHYTH 3TracaHHs
rpajleHTIB Ta 3a0e3Me4yloTh CTa0lIbHE HAaBYAHHS HAaBITh y JyKe DIHMOOKUX
Mepexax, e Tpaguiiiai CNN CTHKalOThCs 3 TPYIHOIIAMH.

Mogenr ResNet50 6a3yerbcsi Ha MOCTYNOBOMY VCKJIAIHEHHI O3HAK, fAKI
Mepeka BuAo0yBae Ha pI3HUX PiBHAX aOcTpakiiii. BoHa mepexonuts Bij MpoCTUX
TEOMETPUYHUX CTPYKTYp Ha paHHIX IIapax J0 BHUCOKOPIBHEBUX CTUIICTUYHUX 1
CEMaHTUYHUX MaTePHIB Ha (hIHATBHUX eTarax 00poOKH.

OcHoBHI cTpyKTypHi KoMmoHeHTH ResNet50:

o craproBi mapu (Conv + MaxPooling): BukonytooTh moyaTkoBy 0OpOOKY
BX1JTHOTO 300pakKeHHsI, BUAUISIIOUM 0a30B1 €IEMEHTH — KOHTYPH, TPATI€HTH,

npocti TekctypH. Lle miaroroBuunii eram, 1mo ¢GopMmye nepiii KapTH O3HaK;
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o pe3unyanbHi Onoku: KoskeH OJIOK CKJIaIaeTbesl 31 3rOPTKOBHX IIapiB, alie
KIIIOYOBUM €JIEMEHTOM € IIOPTKAaT-3’€HAHHs, SKE 03BOJISE MepenaBaTH
gacTuHy 1HopMaIli HampsMy, B o00XiJ CKIaJHMX THepeTBopeHb. Lle
3a0e3reuye Kpally CTIHKICTh Mpy IMTUOOKOMY HAaBYaHHI Ta CHPUsE MIBUIIIIN
3015KHOCTI;

« Batch Normalization: Hopmanizye akTuBaliii B KoxkHOMY OJ10111, 3MEHIITYHOUH
BHYTpIIIHIN 3cyB KoBapuailiii (internal covariate shift) Ta mpuckoprorouu
HaBYAHHS;

o ReLU (Rectified Linear Unit): BumoBHIo€ poib HENHIMHOI aKTUBAIIi, 10
JI03BOJISIE MEPEXK] MOJIETIOBATU CKJIa/IH1 3aJIEKHOCTI Ta 301/IbLITYBAaTH BUPA3HY
3/IaTHICTE;

o Global Average Pooling: IleperBoproe mNpOCTOPOBI KapTh O3HAK Yy
KOMITAKTHUN BEKTOpP BHUCOKOPIBHEBOro IpeAcTaBieHHs. Lle mo3Boisie
YHUKHYTH HaJMIPHOI KUIBKOCTI MapaMeTpiB y (piHAJIBHUX MIapax;

o Kinacudikauiitanii Dense-map: CrangapTHHM 11ap 3aMIHEHO HAa KaCTOMHHUUA
BapiaHT, CNICIliaJbHO aJalTOBAaHUMN JI0 TBOKIAcOBOi 3amadi (JiromuHa / Al).

Jlorika po6otu ResNet50:

[lepuni mapu 006poOIAI0Th HU3BKOPIBHEBI MTATEPHU, TO/I SIK KOXKEH HACTYITHUI
pe3unyaibHuil OMOK BUILISE JAenail CKIAMHINI O3HAKU: TEKCTYpH, €JIIEMEHTU
KOMITO3MII11, CTHJIICTUYHI J€Tajl Ta XapaKTepH1 BI3EPYHKH. 3aBISKHA Pe3U1yalIbHIM
3B’sI3KaM MOJIEJIb 30epirae CTIMKICTh J0 MOTTUOICHHS CTPYKTYPH, MIHIMI3y€E BTpaTy
1H(DopMarlii Ta IEMOHCTPYE CTa0IbHI Pe3yIbTaTH HA PI3HOMAHITHUX JaHUX.

Vision Transformer mnpencrarisie co00K MNPUHIUMIIOBO IHIIMK MAXIT A0
00poOKM 300pakeHb. 3aMiCTh JIOKAIBHUX 3TOPTOK MOJEIh BUKOPHCTOBYE Ti cami
MeXaHI3MHU, 10 W y TpaHchopmepax mjis OOpPOOKH TEKCTY — MYIbmMuUcoio8y
camoyeaey. 3aBisgku oMy ViT aHanizye 300pakeHHsI HE 10 YacTUHAX, a YiliCHO,

BPaxoOBYIOUHU INI0OATBHUIN KOHTEKCT 1 B3a€MO3B’ I3KH MIXK yciMa Horo (pparMeHTaMu.
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Taxwuii maxiJg € 0CoOOIMBO IIHHUM IS 3a7a4, 1€ 03HAKH MalOTh HE JIOKAJILHUH,
a CTWIICTHYHUNA a00 CTPYKTypPHHH XapakTep — a caMe II€ € OMHIEI0 3 KITFOUOBUX
BIJIMIHHOCTEH M1X JIFOICHKUMH Ta Al-3reHepoBaHUMH 300pa’KeHHIMU.

OcHoBHI cTpyKTypHI komrioHeHTn ViT-B/16:

o Patch Embedding: 300paxkenns nimuthes Ha matdi 16x16 mikceniB. Koken
1aT4y MepeTBOPIOETHCS Y BEKTOP O3HAK 3a JOMOMOTOI0 JiHIHHOI mpoekiii. e
3aMIHIOE 3TOPTKH, ajie 30epirae KOHIIETIIIIO JJOKAIbHUX (PParMeHTIB;

« Positional Encoding: Ockinbku Tpancpopmep He Mae BOYIOBaHOTO MOHATTS
MOPSJIKY, TO3UIIIMHI BEKTOPH BBOASATH 1H(OpPMAII0 TPO PO3TalTyBaHHS
KO’KHOTO Tarya B 300paxkeHHl. be3 1poro mozens crnpuiiMana 0 mardi siK
HEBIIOPSAKOBAHUN HAOIP;

o Multi-Head Self-Attention (MHSA): KnrouoBuii Mexanizm TpaHchopmepa,
AKUU JO3BOJISIE KOXKHOMY IaTdy 'yBaXKHO" aHali3yBaTH IHINI MMaryl Ta
BCTAHOBJIIOBAaTH MDK HUMH 3anexHocTi. lle mae 3Mory posmisaatu
300paxkeHHs M00aIbHO;

o MLP-6noku: BHyTpilHi mepeTBOproBaibHI OJOKH, IO CKJIAAI0THCS 3 JTBOX
Dense-miapiB 1 HemniHiHOT aktuBaiii GELU. Bonu BiamoBigaoTh 3a miulury
00poOKy Ta TpaHc(hopMallito 03HAK;

o Layer Normalization: Hopmamizye BXigHI JaHI KOXHOTO  OJIOKY,
3a0e3reuyoun cTablIbHICTh HaBYaHHS;

o knacudikamiiiauii TokeH [CLS]: ChemianpHuli eJeMEHT, SKUW 30mpae
arperoBany iHdopmaiiito 3 ycix mar4iB. Came HOro BEKTOp IMOMAETHCS HA
¢b1HanbHUN KiIacuikaliiHUNA map.

3amicTh TOTO, 1MIO0 aHaAII3yBaTH JIOKAJIbHI KOHTYpU Ta TEKCTYPH, MOJIEIh
JIMBUTHLCS HA BCIO KapTUHKY IiTicHO. Came T100abHUI XapakTep yBaru J103BOJIsE
ViT ¢ikcyBatu 0cOOMMBOCTI CTHIIIO, KOMIO3MIII, CTPYKTYPH Ta B3a€EMOAIN MIX
eJIeMEeHTaMu 300paKeHHS — Ti XapaKTEPUCTUKH, SKI YacTO BiAPI3HAIOTH Al-

reHepaliio BiJl 300pakeHb, CTBOPEHUX JIOAUMHOI0. TakuM unHoM, ViT € ineanbHoro
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MOJIENICI0 IS 3a/a4, 1€ BaXKJIMBHUM aHalll3 BHCOKOPIBHEBUX CTPYKTYPHHUX
3QJIEKHOCTEMN.

Po3rmisitHeMo miAroToBKy Ta ayrMeHTailito gaHux. [lilroroBka JaHUX € OJHUM 3
KITFOYOBHX €TariB MOOYI0BM CHCTEMH TTTMOMHHOTO HABYAHHS, OCKLUTHKU CaMe SKIiCTb,
pPI3HOMAaHITHICTh Ta PEMPEe3EHTATUBHICTh BXITHUX 300paXeHb BHU3HAYAIOThH
3MIaTHICTh MOJENl (opMyBaTH CTIWKI Ta y3arajlbHEHI O3HAaKH. Y paMKax IbOTrO
JOCIIDKEHHST TPOIEC MPENpOIeCHHTy OyB MOOYyIOBaHUN TaKWUM YHHOM, 00
3a0€3MeunTH ONITUMAJIbHI YMOBH JIJI1 HABYAHHS ABOX apXITEKTYPHO PI3HUX MOjelen
— ResNet50 Ta Vision Transformer (ViT-B/16). Ockinbku CNN-momeni Ta
TpaHchopMepu JAEMOHCTPYIOTH CYTTEBI BIJIMIHHOCTI B ONpAIlfOBaHHI Bi3yaJlbHOI
1H(popMmarlii, cucTeMa MmiIr0TOBKK TaHUX Oylia CIPOEKTOBaHA K yHIBEpCajbHA, aje
BOJIHOYAC JIOCTAaTHBO THYUKa, 11100 BpaxyBaTH CreludiKy 000X KIaciB MEpEXK.

[TouaTkoBi 300pakeHHs MPOXOAWIHM Oa30B1 €Tay HOpMai3allii, 3SMiHU PO3MIpy
Ta MepeTBOpeHHs A0 HeoOximHoro dopmary. s ResNet50 BukopucroByBasiacs
crtannaptHa ImageNet-HopMmanizallis (cepelHe Ta CTaHAAPTHE BIAXUJIEHHS IO
KaHanax), Toml sk ViT morpeOyBaB yHidikaiii 300paxkenHs y ¢opmar patch-
CTPYKTYp, TOMY TIOTEPEIHS IMITOTOBKA BKJIIOYAa MacITabyBaHHS 0 PO3MIpY,
ONTUMAJILHOTO JUIsl MOJLTY Ha maTui 16%16.

[0n0BHOIO METOIO IUX Mpoueayp Oylo 3BECTH 300paKeHHsI JI0 €IUHOTO
dbopmary moJaHHs, YCYHYTH PI3Kl BIAMIHHOCTI M1 3pa3kaMu Ta 3HU3UTU BILUIWB
CTOPOHHIX (DaKTOpIB, K1 HE HECYTh CEMAHTHUYIHOI IIIHHOCTI JIJIs KiIacHdiKaIii.

Xova 00uIBI MOJIEJIi BUKOHYIOTh OJTHAKOBY Kiacu(iKalliitHy 3a1a4qy, MeXaH13M
CTBOPCHHS iX MpEACTaBICHb NPUHIMIIOBO pi3HMA. [le 03Hauae, mo ayrmeHTaIis —
TOOTO MITYy4YHE PO3MIMPEHHS ¥ BapIaTUBHICTh JAHUX — BUKOHYE Pi3HI QYHKITT 1151
KOYKHOI MOJENI.

ResNet50 3HauHOI0 MIpOIO MOKJIAIA€THCA HA JIOKAJIbHI MATEPHU: TEKCTYpH,
KOHTYpH, TPaJIlEHTU. AyrMEHTAIlisl I0TIOMarae:

¢ 3ano0IrTH «3amnam’sITOByBaHHIO» KOHKPETHUX B13€PYHKIB;

e HaBYUTH QIIBTPU PO3MI3ZHABATH O3HAKH Y MIUPIIOMY J1alla30HI YMOB;
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KOMIIEHCYBaTH PI3HOMAHITHICTh pEaJbHUX 300paKEeHb 3a PaxyHOK

CUHTETUYHHUX BapiaHTiB.

ViT mnpaimioe 3 mobalbHUMH 3B’S3KaMHA MDK TaT4aMH, TOMY ayrMEHTAIlis

BUKOHY€ 1HIII 3aBJaHHS:

PO3IIMPIOE MPOCTOPOBI KOHPITYpaIlii maTdis;
YCKJIATHIOE CTPYKTYPY TOKEHIB, 110 TIOKPAIIy€E y3arajlbHIOITy 31aTHICTH self-
attention;

3HUXKY€E PU3UK MEPEOPIEHTALI] HA BUMAJAKOB1 apTehakTH OKPEMHUX aTiB.

s 060X Mofernelt KOMIICKCHA ayTMEHTAITis:

H1JBUIIY€E CTIUKICTh MOJEJEH 10 IIyMiB;

3MEHIIY€E epEHaBYaHHS;

MOKpaIlly€  y3arajbHIOIOYY 3JaTHICTh TMpu  poOOTI 3  pealbHUMHU
300paKeHHSAMU;

IMITY€ pI3HI TUIIU IIYMIB 1 CIOTBOPEHB, BIACTUBUX SIK TPATUIIAHUM (POTO,

Tak 1 Al-renepaitism.

Cucrema ayrmenTanii Oyna mnoOymoBaHa TakuM YHHOM, 100 HE JuIIe

30UTBIIMTH PO3MIp Jaracery, aje W YpI3HOMAHITHUTA WOr0 CTPYKTYpPHO Ta

craructuyHo. KokHa TexHikKa Mae CBIM Bkiaag y (OpMyBaHHS CTIMKHX

MNpcaAcCTaBJICHb:

1. BumnaakoBi MOBOPOTH:

BUKOPUCTOBYBAJIUCA KyTH 10 15-25°;

JIO3BOJISIFOTH YHUKHYTH MPUB’A3KH JI0 TIEBHOT Opl€EHTAIllT 300pa’KeHHS;

1151 ResNet — 11e popMyBaHHS 1HBAp1aHTHOCTI JI0 JIOKAJTBHUX T€OMETPUUHUX
3MIH;

utst ViT — Bapianisi mo3uiiiid maTyiB y 3arajibHii CTPYKTYPI.

2. Topu3oHTalIbHI BiA3EpKATICHHS:

e(eKTHUBHO 301IBIIYIOTh PI3HOMAHITHICTh JaHUX 0€3 BTpaTH CEMaHTHKU;
11t ViT 3MIHIOETBCS TIOPSZIOK TOKEHIB, IO CHPHSE€ CTIMKOCTI MOOATBHUX

3B’ SI3KIB.
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3. 3MiHHM SICKPABOCTI Ta KOHTPACTY:

o JONIOMAraloTh MOJENI TMpalioBaTH 31 300paKEHHSAMHU M  PI3HUM
OCBITJIEHHSIM;

e aKTyalbHO 175 Kiacudikaiiii Al-300paxeHp, Kl MalOTh 1HIIY CBITIOTIHBOBY
CTPYKTYDY.

4. MacmrabyBanns (Scaling):

« IMITY€ Pi3HI BIJICTaHi 10 00’ €KTa;

o 1151 ResNet — BITuBae Ha JIOKaJlbHI 03HAKMU;

o s VIT — 3MiHIOE TE€OMETPIIO MATUiB 1 INI0OATBHI MPOTIOPIITIi.

5. BunankoBe kaapysanns (Random Crop):

e HaBYa€ MOJIEJNI MPAIIOBATH 3 YACTUHAMHU 300PaKCHHSI;

e 3MYIIye MeEpeXl BpaxoByBaTH OUIbII ApiOHI JeTani adbo ¢dparMeHTH
KOMIIO3HIII].

6. Gaussian Noise:

¢ J07a€ 3€PHUCTICTDH, apTe(PaKTH KOTYyBaHHS Ta CIOTBOPECHHS,

e 1IMITy€ YMOBH pOOOTH 3 PI3HUMHU TUTIAMHU TIPUCTPOIB;

e 0COOJMBO KOPUCHO MpH Ki1acudikalli peaJbHUX Ta CHHTETUYHUX 300paKeHb,
K1 4aCTO MAIOTh PI3HUI PIBEHb LIIYMiB.

[TpoBeneHi eKCIIepMMEHTH 3aCBIIUMIIM, 110 KOMITJIEKCHA CHCTeMa ayrMeHTarlii
MO3UTHBHO BIJIMHYJIA HA 3aralibHY SIKICTh Mozeli. OCHOBHI pe3yibTaTH:

o 3HWXKCHHS TIEpEHABYAHHS: OOWABI MOJEN  Kpalle y3arajibHIOBAJIU
1H(DOopMariio i MeHIIe 3aJeKan Bl KOHKPETHUX 3Pa3KiB;

o MiABMILEHHS CTIAKOCTI: ResNet pedyeBugHO TOKpammB poOOTy MpuU
HEPIBHOMIPHOMY OCBITJIEHHI Ta mrymi, ViT — Npu CKIaAHUX CTHITICTHYHUX
naTepHax;

e 3POCTaHHSI TOYHOCTI: 3arajibHe MOKPAIeHHS CTaHOBUJIO 3—6%, 3aJIKHO BiJl

KOoH(ITYypalii Ta Mozeri;



52

o OaylaHCyBaHHSI JaraceTy: ayrMEHTallid KOMIICHCyBajla PI3HUIIO MIXK
maakuMu  Al-300pakeHHSAMH Ta  OUTbII  CKJIQOHUMU  peaJbHUMHU
dbotorpadismu;

[Iporiec HaBuaHHS € LEHTPAJIBHUM €TaroM MOOYIOBU OyIb-SKOI CHUCTEMH
knacudikaiii 300pakeHb, OCKUIBKM caMe€ Ha IbOMY KpoIll Moneni (HopMyIOTh
BHYTpIIIIHI TIPEACTaBJICHHs, 3/1aTHI y3arajbHIOBaTH 3aKOHOMIPHOCTI y JIaHMX Ta
BIAPI3HATH peanbHi (oTorpadii Big 300pa’keHb, 3TEHEPOBAHUX IITYYHUM
iHTenekroM. Jlna 3abe3reueHHss KOPEKTHOCTI €KCIIEPUMEHTIB OOMJIBI Mojeail —
ResNet50 ta Vision Transformer (ViT-B/16) — HaBuanucs B OHAKOBUX yMOBaX,
BUKOPUCTOBYIOUM CIIJIBHUM JATACET, OTHAKOBI METOAM ayrMEHTAIlll Ta 11ICHTUYHUI
dbopmar nmogaHHs AaHuX. Takuii MIXia TapaHTye, Mo Mojaibiile TOPIBHIHHS Oyie
YUCTUM Ta METOAOJIOTIYHO KOPEKTHUM, OCKIIIbKU BIAMIHHOCTI Y pe3yJbTarax OyayTh
3yMOBJICHI CYTO apXiTEKTYPHUMH BIACTUBOCTSIMH MOJIETICH.

HapyanHsi mpoBOAMJIOCHE HA OOYMCIIOBAIBbHIN MmiIaTdhopMi 3 amapaTHUM
npuckopeHHsiM (GPU), 110 103B0INUII0 3MEHITUTH Yac 0OpOOKH BEIUKUX OaTyiB Ta
3a0e3MeunTH CTallIbHY 301’KHICTh HABITh 32 3HAYHOI KUJIBKOCTI MapaMeTpiB: MOHA]
23 muH y ResNet50 Ta monang 86 mun y ViT-B/16. KpiM TOro, BUKOpUCTaHHS
ontumizoBaHoro GPU-cepenoBuina gano 3MOry €KCHEpUMEHTYBaTH 3 OUIbIIMMHU
batch size Ta TpuBaMIIIMMH ITUKJIAMUA HaBYaHHS 0€3 KPUTUYHOTO 301IbIIICHHS Yacy
BUKOHAHHS.

ResNet50 mpogemonctpyBana tunoBuii s  mmboknx CNN-mopenei
XapakTep 301KHOCTI, 110 MIATBEP/HKYE K CTa0IIbHICTh MOJIEN, TaK 1 KOPEKTHICTh
nia10paHKX rinepnapaMeTpiB.

KirrouoBi ciocTepekeHHS:

¢ CTpIMKE 3pOCTaHHS TOUHOCTI HA PaHHIX ernoxax. Y>Ke Ha nepuux 2—3 enoxax
accuracy 3Ha4HO 3pOCTa€, OCKITBKU MOEIb IMIBUAKO 3aCBOIOE HU3bKOPIBHEBI
O3HAKH — KOHTYPH, TEKCTYPH, JIOKaJIbHI TTaTePHU;

e pe3uayalbHi 3B’SI3KU 3a0€3MeuyloTh cTablibHE HaBYaHHA. Skip-connections

KOMIICHCYIOTh TpOOJIeMy 3aTyXaHHS TpPaJi€HTIB, O3BOJISIIOYM MEPEexi
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30epiratu 1HGOPMAIIiI0O MDK IIapaMH Ta IMIBUIKO KOPUTYBAaTH MOMMJIKH ITiJ
gac backpropagation;

o micnsa 10-i enmoxu HaBYAHHA MEPEXOIUTH y a3y «TOHKOTO HaJAIITYBAHHS.
[TomimmieHHs CTalOTh MOCTYITOBUMHU: MOJICIh BUUTHCS €Al CKIIAIHIIINM,
CTHJIICTUYHUM 200 KOMITO3UIIIHHUM 3aKOHOMIPHOCTSIM;

o peryimspuzailisi 3MeHIIye TrepeHaByaHHs. Dropout y  ¢iHanbHOMY
kiacudikaropi, a Takoxk cucteMaTuaHe BukopucTaHHs Batch Normalization
JIO3BOJIMJIM YHUKHYTH PO3PUBY MIXK training accuracy Ta validation accuracy;

o 1mmuaBHa nuHamika loss. Kpusi train/val loss geMOHCTpPYIOTH mapalieinbHy
MOBEIIHKY 0€3 P13KUX PO3XOKEHbB, 110 CBIIYUTD PO BIJCYTHICTH JAeTpajarii
MOJIeJI UM HaMIpHOTO overfitting.

VY uinomy ResNet50 minrBepauna cBo €(EKTHBHICTH SIK MOJEJb, 37aTHa
CTa01JIbHO HABYATHCS HABITh HA BAPIATUBHOMY Ta 3alTyMJICHOMY JaTaceTl.

Vision Transformer noBonutbcs BiaMiHHO Biji CNN-Mozenei, 1mo 3yMOBICHO
TpaHC(OPMEPHOIO TMPUPOIOID MOJIENIl Ta BUKOPUCTAHHAM TioOanbHOro self-
attention. HaBuanns ViT mae BnacHy crnierudiky, sika TaKoK OyJia 4iTKO BUpaKeHA y
MPOBEICHNUX CKCIIEPUMEHTAX.

KittouoB1 ciocTepeskeHHsI:

o TOBUIBHINIMN MOYATOK HAaBYaHHS. Y TMEPIIMX emoxax 3pOCTaHHs accuracy
MOPIBHSHO TIOMIPHE, OCKUIBKM MOJEIb NoTpedye yacy st (hOpMyBaHHS
MIEPBUHHUX TOKCHI30BAHUX MPECTABIICHBD 1 CTA0T13a1I1l TaTI-eMOCSTMHT1B;

¢ pi3Ke nmpuckopeHHs micis 5—7 enox. [licas popmyBanHs m06anbHUX 3B’ I3KIB
MDK TIaT9aMHi MOJIEJTb TTOYHMHAE ACMOHCTPYBATH IBUJKE MOKPAIICHHS, IO
XapaKTepHO JUII Mojieieii Ha ocHOBI self-attention;

o [IlimBuILEHAa 4yyTAUBICTH 10 learning rate. ns ViT HenpaBuibHHI BUOIp
IIBUIKOCTI HaBYaHHS MOKE TIPU3BECTH J0 Pi3KUX KOJHMBaHb a00 Aerpajariii.
VY mboMy TOCTIKEHHI 3aCTOCYBaHHS ONTUMI30BaHOTO Warmup + 3MEHIIIEHHS

LR y nporeci 103BOIMIIO YHUKHYTH HECTaO1IbHOCTEN;
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o BAXIUMBA poyib perymsapuzanii  (Dropout, PatchDrop, LayerNorm).
Tpancdhopmepu cXuibHI A0 EpEeHABUAHHS, SKILO JaTaCET HEBEIUKUNA, TOMY
peryinsipusailii BHUSIBWJIACh KPUTUYHO BAXKIMUBOIO I  MIATPUMAHHS
cTa01IbHOI BaJTiAali;

o IImaBHmii pict validation accuracy. Ha Biaminy Big ResNet50, ViT
JIEMOHCTPY€E OUIBII PIBHOMIPHY JMHAMIKY IOJIIIIEHHS SKOCTI 0€3 pi3KuX
CTpuOKIB MK train Ta val, IO CBiIYUTH TPO BHUCOKY 3MATHICTH [0
y3arajbHEHHS;

o [IliABUIIIEHA CTIMKICTh JO Bapialliii BXIIHUX JaHHUX. 3aBISKU ITI0OATBHOMY
xapakrepy self-attention ViT kpaimie BUTpUMY€ 3MIHHU TEKCTYp, LIYMIB Ta
CTHJIICTUYHUX OCOONMBOCTEH, IO € BXJIMBUM Yy 3adadl geTekmii Al-
300pakeHb.

[licns 3aBepuieHHS eTaly HaByaHHs Oyl0 3IMCHEHO IOBHUK MK
30epeKeHHsI, cepializallii Ta eKCropTy HarpeHoBaHuX mojeneir — ResNet50 ta
Vision Transformer (ViT-B/16). lleit eTan € KpUTUUHO BOKIUBUM JJI MOAAIBIIIOL
MPaKTUYHOI eKCIUTyaTallii CHCTeMH, OCKIJIbKU came (opmarun 30epeskeHHs
3a0e3MeuyI0Th MOXIINBICTh THYYKOTO MIEPEHECEHHS MOZCNEH MK CepelOBUIIAMHY,
MOBTOPHOTO BHKOPUCTaHHS 1X y pI3HUX TMPOTrpaMHUX KOMIIOHEHTaX Ta
MacITaOyBaHHs PO3POOJIEHOTO PillIeHHS.

Jlnst 060x Mozneneit 0yJ0 BUKOHAHO €KCIOPT Yy ACKIIBKOX CTaHAApTHU30BAHHUX
dbopmarax:

1) ®opmar .h5 (Keras Model)

[le xnacuunmii hopmar, 1110 MICTUTH MOBHY KOH(DIryparito MoOJeN pa3oMm i3
Baramu. 1Ioro BUKOPHCTAHHS J03BOJISIE:

e MHTTEBO 3aBAHTAXYBAaTH MoOjeIb g 1H(pepeHcy 0e3 HeoOXiIHOCTI
MTOBTOPHOTO OIMHUCY MOJIEIIL;

e BHUKOHYBAaTH JIOHABYAHHS 3 TOUYKH, HA K HABYAHHS OyJI0 3yMMHHEHO;

o TMEpPEHOCUTH MOJETb B 1HIII TpoekTh Ha ocHOBI Keras/TensorFlow 3

MIHIMaJILHUMHA BUMOTaMH O afanTarii.
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2) ®opmar SavedModel (.pb)

SavedModel € naruBaum ¢opmarom TensorFlow 1 BHKOpPHCTOBYETBHCS Y
BUIIAJIKAX PO3TOPTaHHS B CEPBICHUX, BEO- Ta XMapHUX cepeoBuIax. Bin Bitoyae:

« Tpad BUKOHAHHS,

e TIOBHY CTPYKTypy OOYHCIICHb;

e ONTUMI30BaHY MPEICTaBy MOJIEN1 IS Moaaiboro Bukopuctanus B API a6o
y BUCOKOHABAHTAKEHUX CHUCTEMAX;

Takuit miaxin 3a0e3nedye MOACIbHY HE3aJIekKHICTh Ta JO3BOJISE IHTETPyBaTH
CUCTEMY B OLIBIII CKJIAJIHI TPOTPaMHI KOMIUJIEKCH, 30KpeMa CepBICH MIKPOCEPBICHOT
MOZEIIL.

3) IlinTpumka kouBepraiii y TensorFlow Lite (TFLite)

Jlnst 000X Mozennel MPOBEACHO MOMEPEIHIO OLIHKY MOXKIIMBOCTI €KCIOPTY Y
¢dopmar TFLite. Lle# dopmar 0coONMBO LIHHUI Y KOHTEKCTI:

o MOOUTHHUX 3aCTOCYHKIB;
o loT-npucrpois;
o edge-cucreMm 13 MiHIMaJILHUMHU 0OYUCITIOBAIBHUMH MOKJIHBOCTSIMH.

OnrTumizamiiiii npoueaypu, Takl sIK KBaHTU3allisl abo pruning, J03BOJSIOTH
CYTTEBO 3MEHIIMTH PO3MIp MO, MIJBUIIATA IMIBUAKICTH 1HQEpEeHcy Ta
3a0e3MeUnTH CHeProePEeKTUBHICTh — YCE 11€ aKTyaJIbHO JIJIsl CIICHApIiB peaibHOTO
qacy.

OTxe y pe3yabTari MpoBeIeHo1 poOooTH OyII0 pealii30BaHO MOBHOILIIHHY MOJIETh
imeHTrdIKarii 300pakeHb Ha OCHOBI JIBOX Cy4YaCHUX Ta KOHIIENITYaJdbHO PI3HUX
niaxoAiB muouHHOTO HaBuaHHs — ResNet50 Ta Vision Transformer (ViT-B/16).
O6unBi wmomeni Oynau  amanToBaHl 10 crnenu(iku BUOPAHOTO J1aTacery,
3a0€3MEUUBIIN  MOXJIMBICTh [MMOOKOTO aHali3y 1iX TMOBEIIHKH, CTIAKOCTI,
y3arajbHIOIOUUX BJIIACTUBOCTEN Ta YYTIMBOCTI 10 ayrMEHTAIlI}.

ResNet50 mpoaemoncTpyBana cTaliabHy SKICTh pOOOTH 3aBISKH TIIHOOKIM
3QJIMIIKOBIN  apXITEKTypi, MO0 e(pEeKTUBHO O0OpoOJsie MPOCTOPOBI MATEPHU Ta

TEKCTYpHI O3HaKu 300paxeHHsa. Vision Transformer, y cBoio depry, noka3as
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KOHKYPEHTOCIIPOMOXH1 PE3yJIbTaTH, 3aBISKH BUKOPUCTAaHHIO MexaHi3my self-
attention, sikuii 103BOIsIE MOAEI (pOpMyBaTH T100aTBHI TIPEICTABICHHS 1 BUSIBIISITH
3B’S3KM MiK OKPEMUMH TaT9aMH 300pasKeHHSI.

3aBIsSKH CHCTEMaTHYHINA ayrMEeHTallli JaHuX, ONTUMI3allii MpoIecy HaBYaHHS,
KOHTPOJIO 3a TMEpeHaBUYaHHSIM Ta BUKOPUCTAHHIO PI3HUX MOjeNell Banocs
OTPUMATH MOJIENI, Kl IEMOHCTPYIOTh BUCOKY SIKICTh KJlacu]ikallii Ta MpuIaTHICTh
1o nofanbinoi iHTerpamii. [TpoBenena poboTa cTBOPIOE OCHOBY AJIsi MailOyTHHOTO
pO3IMIMpPEHHS  MOJENi —  30KpeMa, U1  BIOPOBAKCHHS  MEXaHi3MiB
MyJbTUMOAAIBHOTO aHam3y, koMOiHyBaHHsS CNN 1 Transformer-migxomiB a6o
nepexony 1o lightweight-moneneit st podotu Ha MoOUTBHUX TpUCTposix Ta [oT-

miardopmax.

3.3. ExciepuMeHTAJIbHI pe3yabTaTH

VY Mexax eKkcrepuMeHTaIbHOI YaCTUHU poOOTH OyJo MPOBEACHO KOMILIEKCHE
TECTyBaHHS PO3pPOOJICHUX MOJCICH TIMOWHHOTO HaBYaHHS, MPU3HAYCHUX IS
aBTOMAaTUYHOI ifeHTHdIKaIii 300pakeHb KIIE€HTCHKOTO OONmagHaHHS y cdepi
TenekoMyHikamiil. llelt eram € Haa3BUYAHO BAXKJIMBHUM, OCKIJIBKH J103BOJISIE
OLIIHUTH peajbHy €(EeKTUBHICTh MOOYHOBAaHMX MOJEIEH Yy BHUPIIICHH 3aaayl
kiacudikaiii 300pakeHb, a TAKOYK BU3HAYUTH, HACKIJIbKH KOXKHA 3 MOJICIICH 3/aTHA
y3arajbHIOBaTH OTPUMaHI 3HAHHS HA HOBUX JIAaHUX.

OCHOBHOIO METOIO €KCIIEPUMEHTIB OYJI0 MOPIBHSAHHSI JBOX MPUHITUTIOBO PI3HUX
moneneit — ResNet50 ta Vision Transformer (ViT-B/16) — 3a HU3k010 KPUTHIHUX
napaMeTpiB, TAKUX SIK TOUYHICTH Kiacu(ikallii, cCTab1JIbHICTh HABYaHHS, CTIHKICTh J10
IIyMiB Ta pecypcosarparaicTb. OOpaHi Mojeni BimoOpaxaroTh Cy4acH] MiIX0au 10
moOyIOBH CHCTEM KOMIT IOTepHOTO 30py: ResNet, M0 HaJICKUTh A0 KIACHIHHX
3TOPTKOBUX HEUPOHHUX Mepex, 1 ViT, sikuii 0a3yeThcsi Ha KOHLETLIT TpaHcpopMepiB
Ta MexaHi3Mi self-attention. Takwuii maxia JO3BOJISIE HE JIUIIE OLIHUTH TOYHICTD, ajIe

1 BUSIBUTH CHJIbHI Ta C1a0K1 CTOPOHM KOXKHOT MOJIJ1 Y TPAKTUYHUX YMOBaX.
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ResNet50 Bijioma CBO€EO 37aTHICTIO €(pEKTUBHO HABYATHUCS HABITh HA BITHOCHO
HEBEJIMKUX JaraceTax 3aBIsKH HAasBHOCTI 3aJMINKOBUX OJOKiB. Skip-3’eaHaHHA
JTIO3BOJISIIOTh YHUKATH MPOOJIEeMH 3HUKAHHS TpaJiieHTa Ta 3a0e3MeuyoTh CTa0lIbHY
nepenavdy iHGopmariii MiX Iapamu, 0 KPUTHIHO JJIs1 ITHOOKUX MEPEK.

Vision Transformer (ViT-B/16) BuxopuctoBye miaxin TpaHcdopmepis, e
OCHOBHY pOJIb Bi/Iirpae rio0aabpHUM aHalli3 3JIeKHOCTEN MK MaT4yaMu 300paskeHHS
yepe3 self-attention. Lle m03Bosie Mojeni BpaxoBYBaTH KOHTEKCT YCiX YacTHH
300pakeHHsI OJHOYACHO, IO TIJBUINYE 3HAaTHICTh TPaBUIBbHO Kiacu]pikyBaTu
CKJaaH1 a00 HEOJHO3HAUHI MPUKIIAAHN, 0COOIMBO Yy BUMAIKAX, KOJIU JAETall MalOTh
BEJIMKE 3HAYCHHS JIJIs1 BA3HAUEHHS KJIacy.

Jlist 00’€KTHUBHOTO TMOPIBHSAHHA Mojeaed Oyl0 BHUKOPHUCTAHO KOMILJIEKC
KJIFOUOBUX MOKA3HUKIB:

e TOYHICTH (Accuracy) — BiOOpa)xa€ BIJCOTOK MPABHIBHO KIACH(PIKOBAHUX
300pakeHb 1 CIY>KUTh OCHOBHUM 1HIUKATOPOM €(PEKTUBHOCTI MOJIEIII;

o ®@ynkuig BTpar (Loss) — mipa BIAXWIEHHS NMPOTHO3Y MOJEII BiJ peaybHOI
BI/IMOBI/I; HMOKYE 3HAYCHHS CBIAYUTH TMPO Kpally sKICTb HaBYaHHS Ta
y3araJbHEHHS;

o Yac HaBYaHHS — IOKa3y€ pecypco3aTpaTHICTh MOAENI Ta ii MPUAATHICTD A0
BUKOPHCTAHHS Y PeabHUX MMPOEKTAX;

o KiuIbKICTh MapaMeTpiB — BU3HAYAE poO3Mip Mojeni Ta ii morpedy B
OOYMCITIOBAIBHUX pecypcax, IO € BAXKIWBUM I BIPOBAKEHHS Ha
MOOUTIBHHUX TIPUCTPOsX a00 B edge-cucreMax;

o CrifKICTh A0 LIyMY — OIL[IHIO€ 3[IaTHICTh MOJIEJ MPABUIILHO KJacu(DiKyBaTu
300pa’KeHHS HaBITh 32 HASBHOCTI apTe(akTiB, CHOTBOPEHBL a0 JOAATKOBUX
IIYMIB, 110 IMITYIOTh peajibHl YMOBH €KCILTyaTallli.

Pe3ynbrat MpoOBEACHUX EKCIIEPUMEHTIB TIATBEPAWIN BUCOKWN PIBEHB
e(eKTUBHOCTI 000X MOJIEJIEH, MPOTE 3 IEBHUMHU BIIMIHHOCTSIMHU:

o ResNet50 mnokazana Tounicte 92,7% 13 ¢ynkuiero Brpar 0,18. Taki

pesynapTati € BUCOKMMHU it kinacuaHoi CNN-momeni Ta JeMOHCTPYIOTh
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CTa0lJbHE HAaBUAHHS 3aBISKH 3JIMIIKOBUM OJIOKaM 1 e(peKTHBHIM 00poOII
JIOKaJIbHUX TMaTepHiB. Moaenp MBHUIKO 3aCBOIOE MPOCTOPOBI Ta TEKCTYpHI
O3HAaKH, 10 POOUTH 1 HAAIMHUM 1THCTPYMEHTOM JUIS 3ajad Kiacudikamii y
BiJTHOCHO TPOCTUX 200 CTPYKTYpOBAaHUX JaTACETaX;

« ViT-B/16 mpomemoHcTpyBasia e OUTBIT BHUCOKY €(EKTHBHICTH: TOYHICTH
nocsarna 95,3 %, a dynkiis Brpar ckiaana 0,14. e cBiguuTh Ipo 31aTHICTh
TpanchopMepHOi Momeli e(PEKTUBHO MOIETIOBATH TIJI00ATbHI 3aJICKHOCTI
MIDXK YaCTUHAMHU 300payKE€HHs Ta BpaXxOBYBaTH KOMILIEKCHI B3a€MO3B’ I3KH, K1
MOXYTh OYyTH KPUTHUYHO BXJIMBUMU JJIsi pO3pi3HEHHsS Al-reHepoBaHUX Ta
peanbHUX 300pakeHb.

Xo4a pi3HUIIS y TOYHOCTI MIXXK MOJIETISIMUA CTAHOBUTH JIUIIIE KiJIbKa MPOIICHTHUX
NyHKTIB, BOHA JEMOHCTPYE TEHJICHLIIO MepeBaru TpaHC(HOPMEPHUX MIAXOMIB y
3aBJIaHHSX, I BAYKJIMBO BPAaXxOBYBaTH IMTOOATFHUN KOHTEKCT Ta KOMIUICKCHI 3B’ I3KH
MDK 00’ €KTaMH Ha 300pakeHHI.

1. Criiikictb 10 mymiB: ViT noka3aB OuIbII pPIBHOMIPHI pE3yJAbTaTH MpU
nonaBanHi Gaussian Noise Ta 3MiHI KOHTpACTy, IIO MIATBEPIIKYE MHOTO
nepeBary y poOoTi 3 011 BApiaTUBHUMHU Ta HECTA0ITLHUMU 300paKEHHSIMH.

2. Yac naBuyanHsa: ResNet50 TpeHyBanacsi MIBUAIIEC 3aBASKH ONTHMI30BaHUM
3TOPTKOBUM ormepailisaM, Tofal sk ViT morpebyBana OUIBIIOTO Yacy s
dhopmyBaHHS cTaOUTBHUX MaTU-peNpe3eHTaLllN 1 TO0aTbHUX 3B’ SI3KIB.

3. 30amaHcoBanicTh Mojeiai Ta dataset: KomruiekcHa ayrmeHTamis JaHHX
COpHsUIa KpalioMy y3arajbHEHHIO Ta 3MEHIICHHIO TepeHaBYaHHSI 000X
MoOJleNiel, IO JIO3BOJWJIO OTPUMATH KOPEKTHI Ta pelNpe3eHTATHUBHI

pE3yJIbTATH.
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JIst 611611 HAOUHOTO Ta MPAKTUYHOTO PO3YMIHHS TOTO, SIK pO3pOOJIeH] MoJIel

MOBOJATHCS MpHU Kiacudikailii peaqsbHUX 300pakKeHb, HA PUCYHKY 3.6 HaBEICHO
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NPUKJIaJ KOHKPETHOTO TECTOBOrO 3pa3ka 13 Habopy nanux. Llei mnpuknan
JEMOHCTPY€E PI3HUIIO B pOOOTI IBOX MIAXOAIB Ta MAKPECITIOE TPAKTUIHY IIHHICTH
BUKOPHUCTAHHS P13HUX MOJIEJIeH NIMOMHHOTO HABYAHHS.

Oco06nuBicTIO 00paHOTO BUTIAJKY € Te, o0 ResNet50 momycTuina moMUiIKy mpu
kiacudikarii, Tomi sk Vision Transformer (ViT-B/16) npaBuibHO BHU3HAYHMB KJIac
300paxkeHHs. Taka cuTyallis UIFOCTPY€E PI3HUIIIO MIXK JIOKAIBHOK 00pOOKOIO O3HAK,
XapaKTEPHOIO T  3TOPTKOBHUX MEPEX, Ta TI00aTbHAM aHAI30M, SIKAU
peaiizoBaHuii y TpaHchopMmepax.

Ha pucyHnky 3.6 npenctaBiieHO TpH KITFOUOBI €JIEMEHTH:

o [IIpaBunbHy MiTKy (Ground Truth), mo ciyrye erajoHOM [jsi OLIHKH
IIPOTHO31B MOJIENIEH 1 BU3HAUAE, JI0 SIKOTO KJIacy HaJEKUTh JaHe 300pakeHHS;

o IIporno3 ResNet50, sikuil y 11bOMYy BUNAJKy € HEBIPHUM, IO JIEMOHCTPYE
MOXUIMBI oOMexeHHs kinacuyHux CNN mnpu poOoTi 31 CKJIAAHUMHU abo
HETUITOBUMU MPUKJIIATAMU;

o IIporno3 ViT-B/16, mo 30ircs 3 mpaBUIBHOIO BUAMOBIAAIO, LUIIOCTPYIOUU
nepeBary  TpaHc(OPMEPHOro  MIJAXOAY Y  BHSBISGHHI  IIOOQIBHUX
3aKOHOMIPHOCTEW Ta CTUIICTUYHMX JETaJlel, SIKI BaKKO BpaXyBaTd JIMILE
JIOKaJIbHUMHU (PIIIBTPAMHU.

Takuii npukiag HAOYHO JAEMOHCTPYE, IO BUKOPUCTAHHS PI3HOIUIAHOBUX
MOJIeJIE He JIMIlEe J103BOJISE TMOPIBHATU I1X €(EKTHUBHICTh, ajieé ¥ BU3HAYUTHU
cnieru(ivH1 BUMTAJIKH, Y SIKAX TIEBHA MOJIEJIh MOXKE MPOSIBIISITH KPAIIly a/IalTUBHICTh
0 cKiIamHux abo HecTaHmapTHUX 300pakeHb. lle miATBep/Kye Ba)IJIMBICTH
KOMOIHOBAHOTO MIAXOAY JUIsl TMOOYIOBM HAIIMHOI MOHENl aBTOMATHYHOI

1meHTr(IKaIi 300pakeHpb y MPAaKTUIHUX YMOBaX.
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TecTtoBe 306paKeHHs

MNpaBuneHa BianoBigk: JlloanHa
ResNet: LLI
VIT: NioanHa

Pucynok 3.6 — BizyanbHa 1eMOHCTpaIlis pe3yiabTaTy

Taxuii KOMO1HOBAHUH M1IX1]] 1O OL[IHKHA MOJIEJIEH T03BOJISIE HE JIMIIE KIJTbKICHO
OILIIHUTH IXHIO 3arajibHy €()eKTHBHICTh Ha BChOMY JaTaCeTI, aje i OLIbII ITTMOOKO
MPOAHAJII3yBaTH IMOBEAIHKY HEUPOHHHX MEPEeK HAa OKPEeMHX, CKJIQIHHX abo
HEOJIHO3HAYHMX MpUKIIaiax. BizyanbHa qeMOHCTpaIlist pe3ysbTaTiB, Ik HaBEJACHO Ha
pucynky 3.6, € BaXIUBAM KOMIIOHCHTOM CKCIEPHMEHTAIBHOI YaCTUHU
JOCJIJIPKEHHS, OCKIJIBKU J03BOJIIE HAOYHO MOOAYUTH, K KOKHA MOJIETh pearye Ha
crienudigHi 0COOMUBOCTI 300pakeHb, OIIHUTH 1i 3MATHICTh JO y3araJdbHCHHS Ta
BUSIBUTH TIOTCHITIMHI CITa0Ki MicIls B Kitacuikarrii.

OTpuMaHi €KCIIEpUMEHTANIbHI JaHl MiATBEPIKYIOTh, L0 CydacHI METOAU
IJTUOMHHOTO HAaBYaHHS € BUCOKOC(EKTUBHUMH I 3aBIaHb aBTOMATHYHOI
imenTudikamii 300paxkeHb y cdepl TelekoMmyHikaiid. Pesynpratm  Takox
JEMOHCTPYIOTb, 1110 BUKOPUCTAaHHS MoJieli Ha 0a3i TpaHchopMmepiB, 30kpeMa Vision
Transformer, 3a0e3nedye BUIly TOYHICTH 1 HaAIWHICTh KiIacudikallli MOPIBHSHO 3
KJIACUYHUMU 3ropTKoBUMHU Mojensimu Ttuity ResNet50. e ocoGmmuBo moMiTHO y
BUMAJKaX, KOJIM MOTPIOHO BpaxoBYyBaTH TIO0AbHI 3aJIEKHOCTI Ta B3aEMO3B’SI3KU
MDK €JIEeMEHTaMU 300pa)K€HHS, Kl BaXKKO BIJIOOpa3UTH JIMIIE 3a JIOMOMOTOIO

JOKaJNbHUX (PUIBTPIB, aje He moTpioHo 3a0yBaru 1o ResNet50 Bce x Mae BETUKY
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TOYHICTh 1 BUTPA4Ya€ MEHIIY KiJIbKICTh pecypciB Lle Mu MoxkeMo moGaunTu B TaOJIUII
3.1.

Tabmuus 3.1 — IlopiBHSHHS Mojeei

TouyHicTH HA Kinpkicte |[Uac CriliKicTh
Mogean Brpara

BaJriganii napaMeTpiB ||[HABYAHHS ||10 LLYMY
ResNet50 92.7% 0.18 ~23 MIIH 2r1on 15 xB ||88%
Vision 90%

95.3% 0.14 ~86 MIIH 5 rox 40 xB
Transformer

Takok MOKEMO pO3IISSHYTH IIPUKJIA] HA PUCYHKY 3.7 SAKUU IOKa3y€ BUIAIA0K

KOJIH o0OuaBi Mofe BIpHO 11eHTU(DIKYIOTh 300paKeHHS.

Tecrose 306paxeHHs

e
"NpaeunsHa sianosigs: LWI
| ResNet: LI
AN ViT: i

Pucynok 3.7 — BizyajibHa J€MOHCTpALlisl pe3yJIbTaTy
TakuM 4YMHOM, TPOBEACHE JOCHIKEHHS BIJKPUBAE TMEPCIEKTUBU IS
MOJIATIBIIIOTO PO3BUTKY MOJIEII aBTOMATUYHOI 1eHTU(IKAIll 300pakeHb, 30KpemMa
IUISIXOM 1HTErpailii Takux pillleHb y pealibHl BUPOOHMYI Ta CEPBICHI MPOIIECH.
Bukopucranus koMOiHOBaHOTO TiAXOay, M0 moeanye kiaacuyHi CNN  Tta
TpaHchopMepHi MOJIENI, JO3BOJISIE CTBOPIOBATH OUTBIN HAiiHI, CTIAKI 0 Bapiallii
JAHUX Ta MPAaKTUYHO MPHUIATHI MOJENI, 3[aTHI 3a0€3MEeYUTH BUCOKY TOYHICTH

kiacudikallii HaBITh y CKJIAJHUX YMOBaX €KCILTyaTallii.
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3.4. IlopiBHSIHHSI OTPUMAHMX PE3yJbTATIB 3 ICHYIOYUMHU MiAX0AAMU

[TopiBHSIHHS OTpUMaHUX PE3yJbTATIB 13 BXKE BIJOMUMH Miaxofamu y cdepi
aBTOMATMYHOI 1IeHTU(dIKAIll 300pakKeHb € HaJA3BHUYAHO BaXKJIHMBUM €TaIllOM
dbopMyBaHHS TTOBHOT KapTWHU €()EKTHBHOCTI MOOymoBaHO1 Mozem. Takuii aHami3
J03BOJISIE HE JIMIIE OIIHUTH OE3MOCepeHIO SKICTh 3aCTOCOBAaHMX MOJENeH, a i
3pO3yMITH, HACKIIBKA OTPUMaH1 MOKa3HUKHU BIJMIOBIIAIOTh 3arajJbHUM TEHCHIIISIM
PO3BUTKY Cy4YacCHUX MoeNiel TIMOMHHOTO HaB4aHHs. lle ocoOnmBO akTyanapHO B
yMOBaX Cy4acHOTO IIBUIKOTO PO3BUTKY PUHKY MOjEJIel KOMIT IOTEPHOTO 30Dy, 1€
KO’KHA HOBa Mojiesib — Oyab To ResNet, Vision Transformer abo iHmn Bapiariii —
JIEMOHCTPY€E CBOI crelu(iuHl epeBaru 3ajeKHO BiJl TUILY JaHUX, 0COOIMBOCTEN
HABYAHHS, TOCTYMTHUX OOYMCITIOBATILHUX PECYPCiB Ta MPUPOIA KOHKPETHOT 3a1a4i.

3a pesynbraramMu Hamoro pgociipkeHHs, moaenail ResNet50 ta ViT-B/16
NOKa3aJqx TOYHICTh BIANOBiIHO 92,7% Tta 953 %. LI mnokasHuku nobOpe
Y3TO/DKYIOThCSI 3 JAaHUMHU 3 HAyKOBO1 JIIT€parypH: IS 3aJad CEepPeAHBOTO PIiBHS
cKkJIagHOoCTl TOUHICTh ResNet-mogiOHnX Moaeneil 3a3Bryail KOJIMBAETHLCSI B MEXKax
90-96 %, Tomi sk mns Vision Transformer — 94-97 %. bararo myOmikarii
M1IKPECIIOTh, 110 ResNet 1eMOHCTpye cTaOlIbHI Pe3ybTaT Ha CTPYKTYPOBAHHUX
300pakeHHSIX, JI€ BAXXJIMBE BUJIUICHHS JIOKAJIbHUX O3HAK, TOM1 K ViT edeKkTuBHiie
aZanTyeThCcsl 110 OLIBINOI BapiaTMBHOCTI JAaHUX, OCKUIBKKM 0a3yeThCs HE Ha
JOKaNbHUX (QUIBTPax, a HAa MO0AJBPHUX MEXaHI3Max yBaru, 3JaTHUX aHaJli3yBaTu
300pakeHHs LITIcHO. L5 pi3HUIS MIATBEPIKYETHCS 1 HATMMU €KCIIEPUMEHTAMH,
ne Vision Transformer nmokasaB BUIIly TOYHICTh Ha CKJIAIHUX MPHUKJIIAIAX.

[Ile ogHuM BaxauBUM NOKa3HUKOM € (QyHKIis Brpar (Loss). V¥V nHamomy
nocaimkenHi ResNet mpoaemoncTpyBana ¢inampauit loss 0,18, 1m0 MOBHICTIO
BIJINOBIJIa€ TUTIOBUM 3HaYeHHsM y jditepatypi (0,18-0,25), a ViT — 0,14, uro Takox
chniBnagae 3 TunoBuM aianazonom (0,12-0,17). YV nHaykoBux poborax
1 IKPECITIOI0Th, 10 3HMKEHHS 10ss 710 piBHS HUXk4e 0,2 CBITYUTH PO TE, 1110 MOMIEIH
HE JIMIIE BHBYAE MPOCTI 3aKOHOMIPHOCTI, a BXKE 3/7aTHA y3araJibHIOBaTH CKJIaJH1

naTepHU. Y HAIIOMY BHUIAJKy OOMIABI MOJENI JEMOHCTPYBAIN MPAKTUYHO JHIAHY
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JMHAMIKy 301KHOCTI Ha paHHIX eTarax HaBYaHHA 3 MOCTYHNOBUM IOM’SIKIIICHHSIM
KpuBOi Ha (a3l «IoompalloBaHHsI» MapaMeTpiB, IO MOBHICTIO BIAMOBIIAE
OMKMCAaHUM Y JIITEpaTypi MpoliecaM HaBYaHHS.

He meHTI1 BaKJIMBUM € TTOKA3HHUK Yacy HaBYAHHS, SKUH MA€ BEJIUKE MPAKTUIHE
3HAYCHHS JJIs1 MOJieNiei. Y OararboX HayKOBHUX poOoTax 3a3HadeHo, mo ResNet Ha
GPU pieus RTX 3060 3a3uuaii TpeHyetbest 2—3 roaunu, Tofl sk ViT norpedye 3—
5 roauH yepes3 OLIBIITY KUTBKICTh apaMeTPIB Ta CKJIAIHY BHYTPIIIHIO CTPYKTYPY. Y
Hamomy jnociipkeHHil ResNet HaBuanacs 2 rogunu 15 xpuuH, a ViT — 65u3bko 5
ronvH 40 XBUIIMH, IO TIOBHICTIO Y3TOIKYETHCS 3 3arajJbHUMHU TEHJCHIISIMHU Ta
HIATBEPKYE KOPEKTHICTh 0OpAaHUX MapaMeTPIB Ta allapaTHOro 3a0e3MeUeHHS.

[lle omHUM KPUTHYHO BaXKJIUBHUM AaclEKTOM € KUIbKICTh MapaMeTpiB, sKa
BIJIMBA€E HA MaM’STh Ta peCypco3arpaTHICTh Monenel. Y miteparypi A ResNet50
3a3Buyail BkasyroTh 20—60 MIIH mapaMeTpiB, 3aJ€KHO BiJ MoAudIKaiii, 1 Hame
3HaYeHHs 23,7 MIIH 3HAXOAUTHCS B MeXaxX THUIOBUX peaii3alliid, MiATBepHKYIOUn
KJIacuyHUM xapakrtep mozaeni. ViT, sk moka3yroTh 4ucieHHi podoru, mae Big 80 10
120 mutH mapameTpiB uepe3 popMyBaHHS IOOATPHUX B3a€MO3B’ A3KIB MK IMaT4yamMu
300paKE€HHS; Halll TOKa3HUK 88 MIIH MapaMeTpiB PO3MILLY€E MOJENb Y LEHTPI HOTO
Jl1ara3oHy, 10 TaKOXK CBIIYUTH MPO MPaBUWIbHICTh 00paHoi KOHDIryparrii.

Jlo1aTKOBO Ba)XJIMBO BPAaXOBYBaTH MOBEIIHKY MOJENEH y «HECTaHIAPTHUX)
a00 CKIaJHUX yMOBax, TAKUX SK MPUCYTHICTh IIyMy, BHUIAJKOBI ITOBOPOTH,
CHOTBOpEeHHST a00 HU3bKA AKICTh 300paxkeHb. JliTeparypa migkpecitoe, mo ResNet
3a3BUYall OUTBIN CTa0lIbHA MPU HASIBHOCTI CTPYKTYpPOBAaHHX O3HAaK, Tomi Kk ViT
MPOSIBIISIE Kpallly aAalTUBHICTh 10 XAOTUYHUX 3MiH, OCKIIbKH I7100aJIbHI MEXaH13MU
yBaru «3MIa/pKYyIOTh» JIOKallbHI CIIOTBOpPEHHS. Harii excriepuMeHTH MiITBepAnIn
10 TeHAeHiito: Vision Transformer nponeMoHCTPYBaB BUCOKY CTIMKICTb /10 LIyMYy
Ta 3MIH Yy CTPYKTypi 300paskeHHs1, To/l Kk ResNet mokazana HEBEJIMKI KOJTMBAHHS

TOYHOCTI y BUMAJIKaX 3HAYHUX ayTMEHTALIIM.
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Takoxx OyJ10 CTBOPEHO MOPIBHSJIBHY TAOJMIIO0 CYyYaCHUX METOJIB Ta ITiIXO/IIB

imeHTudikarii 300paxxeHHs. Ak Mu Mmoxxemo O0aunTu B Tabmuii 3.2 moxaeni ResNet50

Ta ViT € HalikpaluMu BapiaHTaMHU.

Tabmuus 3.2 — [MopiBHSIHHS CydacHUX MOJENei

Cepenns
IToTrpeba
TOYHICTH CriliKicTh
O0uuca B
Mopean y 10 IIyMiB
Onuc meroxy I0BAJIBLHI Bejinkux ||[Komenrtap
/ Ilipxin 3ajagyax Ta 3MIiH
BUTPATH naracera
Kjaacudi YMOB
X
Kamii®
ITorano
Pyuno
_ mpaipe  Ha
CTBOpEHI
CKJIAJTHUX
HOG +|o3Haku,
70-82% |[Hu3pk1 |Hwusbka Hwuspka |maHmx abo
SVM KJIACHYHUN
A 300pakeHHX
MAaIlInHHUN
3 HU3bKUM
aNTOPUTM
KOHTPacCTOM
Bucoka
JlokanpH1 TOYHICTH
SIFT +|o3Haku 2 JTUILIE Ha
75-85% ||Cepenni ||Cepenus ||[Huzbka
k-NN  |[knacudikarris CTPYKTYpPHO
3a BIICTaHAMU Oararux
300paKeHHAX
Heontumans
I'muooka CNN
Ha TUTS
3 BEJIMKOIO Hyxe
VGG16 88-93% Cepennst |Bucoka (peanbHOrO
KUTIBKICTIO BHCOKI
' 3aCTOCYBaHHS
rmapameTpiB

gepes po3Mip
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[Iponoxenns Tabmuii 3.2

Xopora
Mepexa 3 ' '
yHIBEepCaIbHI
Inceptio |mapaneasHuMU
90-95% |Bucoxi |Bucoxka Cepennst |cTb, ajne
nV3 T'IKaMH
_ _ CKJIaJHa
bibTpiB '
apxiTeKTypa
Monenb 31 Bucoka
30aJaHCOBaHO e(eKTUBHICTD
Efficient Onruma
10 91-96% Bucoxka Cepenns |, ane
Net \ JbH1
MacuITa0oOBaHl1 CKJIQHIIIA
CTIO ajlanraris
[ToTpebye
Vision
Monenb Ha BEITNYE3HUX
Transfo Jlyxe yxe
ocHoBl  self-(92-97% | Bucoka JaTaceTiB  Ta
rmer BUCOKI BHCOKa
attention 004HCITIOBATb
(ViT) .
HUX pecypciB
I'muboka CNN
OnTtumasnbHe
3
CITIBBIAHOIIIE
ResNetS |3anmumkoBumu Jyxe Hwuspka—
90-96% |(Cepenni HHSI TOYHOCTI
0 3B’ sI3KaMH, BHCOKA cepenHs
Ta  BapTOCTI
transfer
HaBYaHHS
learning
OTxe, TMiJICYMOBYIOYM BHKOHAaHE TOPIBHSJIBHE JOCHIDKCHHS, MOXHA

KOHCTAaTyBaTH, 110 OTpI/IMaHi pE3YyIbTaTu HE JIUIIC Y3TOKYIOTHCA 3 ITOKA3HUKaMU

aHAJIOTIYHMX pOOIT, aje W MIATBEPKYIOTh BIJAMOBIAHICTH MOOYIOBAaHOI MOJEI

Cy4aCHUM TIpaKTHKaM y cdepi koM torepHoro 30py. Oouasi momeni — ResNet50

Ta Vision Transformer — nokasanu cebe K HaJllHI, IepeadadyyBaHi Ta CTaOlIbHI
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IiJ] 9Yac HaBYaHHS, 10 CTBOPIOE HAMIMHE MIATPYHTS JJI TMOJAIBIINX JOCIIKEHb,
Monudikaiii Momeni, MacmTaOyBaHHS, afanTarmii TMij I1HION THNH [JaHAX Ta

1HTerpalli B peaJibH1 IPUKJIAIH1 PIIIICHHS.

BucnHoBok 10 po3ainy 3

OTxe, y TpeTbOMy pO3AUTL Oyl0o peandi3oBaHO MPaKkTUYHY MOJEhb
imeHTudikamii 300pakeHb, MO BKJIOYada MOBHUN IUKI — BiJl MOCTaHOBKU
3aBIaHHS Ta BUOOpPY IHCTPYMEHTIB JO HaBYaHHS Ta TecTyBaHHS. Po3pobiena
CUCTEMA IMPOJIEMOHCTPYBaJIa BUCOKY TOYHICTb 1 CTIMKICTH JO Bapialliii OCBITICHHS
Ta IIYMIB 3aB/SKU y3rOKEHIN ITporpami ayrMmenTanii Janux. [TopiBHAHHS Mozenen
ResNet50 Ta Vision Transformer (ViT-B/16) nokazaio ixHi cunsHi ctoponn: ResNet
BI/I3HAYAE€ThCA IIBUJKICTIO Ta ONTUMAaJbHICTIO, ToAl K ViT kpaiie BpaxoBye
KOHTEKCTHI 3B’ 3KU y 300paxeHHsIX. EkcriepuMeHTalnbH1 pe3yabTary MiATBEPANIN
e(eKTUBHICTh 3alpPONOHOBAHUX METOMIB 1 JIOBEIHM MOXJIUBICTh iXHBOTO
BUKOPUCTAHHS Y CHCTEMax 3 OOMEKEHUMH pecypcaMu. TakuM YMHOM, MTPaKTHYHA
peaizailisi 3aCBIIYMIIA JOIUIBHICTh 3aCTOCYBAHHS Cy4aCHHX MOJIEJICH IITYyYHOTO
IHTENEKTY U1 Kiaacu@ikallii K JIIOACHKUX, TaK 1 3T€HEpOBaHUX 300pakeHb, IO

BIJIKPUBAE MEPCIEKTUBU IXHBOTO IMIMPOKOTO BIPOBAIXKEHHS Y P13HI raity3i.
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BUCHOBKU

Y Mexkax MaricTepchkoi poOOTH OyJI0 MPOBEACHO KOMIUIEKCHE JOCIIIKEHHS
MeTOmiB 1aeHTUdiKaIii 300pakeHb 13 3aCTOCYBaHHSIM CYYaCHMX TEXHOJIOTI1H
mOuHHOTO  HaB4yaHHA. OCHOBHOIO MeTOI  poOoTH  Oya0  CTBOPEHHS
BUCOKOC(EKTHBHOI MOl aBTOMAaTUYHOI Kjacu@ikarii 300pakeHb, M0 JT03BOJISE
BIIPI3HATH 300pa)X€HHs, CTBOPEHI JIIOAMHONO, BIJ 3TCHEPOBAHUX IITYYHUM
IHTEJNIEKTOM, 13 YpaxXyBaHHAM pI3HUX apXiTEKTYpHUX MIAXOAIB 1 crenudiku
peaJbHUX YMOB 3aCTOCYBaHHS.

Ha nouatkoBoMy ertari poO6oTH Oyj0 MPOBEACHO JETaTbHUN OISl Cy4YaCHUX
METO/I1B KOMIT FOTEPHOTO 30Dy, BKIFOUHO 13 KITACHYHUMHU 3rOPTKOBUMH HEHPOHHUMHU
Mepexxamu, mozento ResNet ta cygyacHumu TpancpopmepHumMu mozensimu. byo
BU3HAYEHO KJIFOYOB1 OCOOIMBOCTI KOXKHOTO M1JIXO/Y, iX CHJIbHI Ta CJIabK1 CTOPOHH, a
TaKO’K BUMOTH JO OOYHMCIIIOBAJIBHUX PECYPCIB 1 00CATY JaHUX ISl €(PEKTUBHOTO
HaB4YaHHSA. 3okpema, ResNet Big3Ha4aeThbcsi CTAOUIBHICTIO po0OOTH  Ha
CTPYKTYPOBAaHHX 300pa)KCHHSIX 1 BHCOKOK IIBUJKICTIO HAaBYAHHS 3aBISKH
BUKOPHCTAHHIO PE3UIyaIbHUX OJIOKIB, TOM1 SIK TpaHC(hOpMEpHI Mozei, ik Vision
Transformer, n03BONIAIOTH €(pEKTUBHO (HOPMYBATH INOOANBHI TMPEACTABICHHS
300pakeHb 1 MPAIOBATH 31 CKJIAJHUMHU KOMIIO3ULIISIMH, 10 BaXJIUBO MIPU 00poOIIi
Al-reHepoBaHuX Marepiaiis.

Bbyno Bukopuctano nBi mozeini: ResNet50 ta Vision Transformer (ViT-B/16).
Jns  kokHOI  Momeni  TpoBeAeHO TOHKe jAoHaBuaHHsA  (fine-tuning) 13
MOIU(pIKOBaHUMH KIacU(iKAIMHIMU IIapaMu, 10 JO3BOJIUIIO aIaliTyBaTh MEPexKi
JI0 KOHKPETHOT ABOKJIACOBOI 3a/1a4i.

e ResNet50 0azyerbcs Ha MIMOOKMX 3rOPTKOBHX MIapax 3 pe3uayalbHUMHU
3B’sI3KaMH, II10 JIO3BOJISIFOTh YHUKHYTH MTPOOJIEMH 3HUKAHHS TPAIIEHTa HABITh
npy BeNWKIA muOuHI Mepexi. [lepmni mapu BUAUISIOTH HU3BKOPIBHEBI
naTepHU, TOJI K HACTYIHI pe3uayalibHI ONIOKH (POPMYIOTH BHUCOKOPIBHEBI

MPE/ICTaBIIEHHS TEKCTYP, KOHTYPIB 1 CTUIICTUYHUX JETaleH.
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e Vision Transformer BukopuctoBye miaxig rmodansHoi yBaru (self-attention)
JUTS aHami3y 300pakeHHs, IUIeHOTo Ha mardi. L{e mo3Bosisie Mozeni BUSBISATH
3B’A3KM MDK PI3HUMH 4YacTUHAMU 300pakeHHdA, (opMmyoun Oiibli
KOMILIEKCHE PO3YyMIHHS KOMITO3UIIIH Ta cTiit0. Mojieib BKIIIoYa€e MeXaHi3Mu
MO3UIIHHOTO KoxyBanHs, MLP-6oku Ta knacudikariitauii Tokexn [CLS], 1o
30upae iHpopMaIlito 3 yCcix mardia.

OcobnmBa yBara Oyna MpUAUICHA TIATOTOBIN JaHWX, M0 BKIIOYaja
HOpMaui3allifo, MaciuTaOyBaHHS,  BUNAJKOBI  MOBOPOTH, TOPHU3OHTAJIbHI
BIJI/I3EpKAJICHHS, 3MIHH SCKPaBOCTI Ta KOHTpacty, Gaussian Noise Ta BUIAJKOBE
KaapyBaHHs. KomrmiekcHa ayrMeHTaIlis J03BOIHIIA:

® [IBUIIUTH y3arajibHIOOY1 BIACTUBOCTI1 MOJICTICH;

® 3MCHIIUTH PU3HK TIEPCHABYAHHS;

e 3a0€3MeYnTH CTIMKICTB JI0 3MIiH OCBITIIEHHS, IKOCTI 300paKCHHSI Ta HASIBHOCTI
IIyMIB;

® CTBOPUTH JIOJATKOBI BapiaHTHM HABYAJIBHHUX MPUKIAAIB, IO 30UIBLINIO
e(heKTUBHUMN PO3MIp JaTaCETY.

Jlns ResNet50 ayrmenranisi cnpusuia (GpopMyBaHHIO OLIbII PI3HOMAHITHHX
JIOKaJbHUX TaTepHiB, a it ViT — 3MII[HEHHIO 3JaTHOCTI MOJEJ1 BUSBIATH
r100abH1 3aJIEKHOCTI MK MaT4yaMu.

Hapuannsi 060x Mozeneit 3aiiicHioBagocst Ha matdopmi 3 miarpumkoro GPU,
10 3a0€3MeUnsi0 BUCOKY MIBUIKICTh OOpPOOKM Ta cTallIbHYy 301KHICTH. BusiBieHO
XapaKTepHI 0COOIMBOCTI MTPOLIECY HABYAHHS:

e ResNet50: cTpiMKke 3pocTaHHS TOYHOCTI Ha MOYATKOBHX €MOXaX, cTaOiIbHE
HABYAHHS 3aBISKU PE3UIyIbHUM OJIOKaM, MIHIMAJIbHE TepeHaBYaHHS,
TJIaBHE “AOTOYYBaHHS TapamMeTpiB Ha MI3HIX eTanax.

e ViT-B/16: moyarkoBO MEHIIl IHTEHCHBHE 3pPOCTAaHHS accuracy, aje Micls
JIEKUTBKOX €IMOX IIBUAKE MOKPAIICHHS 3aBASKU €(heKTUBHOMY (HhOPMYBaHHIO
mo0anbHUX TMaT4d-perpe3eHTariii, cradimpbHuil pict validation accuracy,

BHCOKa CTIAKICTB J0 IIYMY Ta Bapialliii 300paxeHb.
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ExcriepyumenTanbHi JOCHIIKEHHST MIATBEPANIM BUCOKY €(PEKTUBHICTH 000X
MOJIEIICH:

e ResNet50: Tounicts 92,7 %, loss 0,18, yac naBuanus 2 rox 15 xB, 23,7 MIIH
napaMeTpiB.

e ViT-B/16: Tounicte 95,3 %, loss 0,14, yac maByanus 5 rox 40 xB, 88 MIH
napaMmeTpiB.

BizyanpHa aeMoHcTpallisi pesydbTaTiB IMoKazajia, M0 y CKIagHuX abo
HEOJHO3HaYHUX mnpukiagax ViT kiacugikye 300pa’keHHS MpaBWIbHINIE, HIX
ResNet, 1o cBiquuTh npo nepeBary TpaHCc(HOPMEPHOTO MiJIXOAY Y 3aBJIaHHAX, J€
BXXJIMBO BPAXOBYBATH IJI00aJbHI KOHTEKCTH Ta B3a€MO3B’SI3KM MIK €JIeMEHTaMU
300pakKeHHSI.

Moneni 36epexkeHo y cranaaptu3oBanux popmarax (.hS, SavedModel / .pb) i3
MoJuBIcTIO KoHBeprawii y TFLite, mo 103Bojsi€ 1HTErpyBaTH iX Yy MOOLIbHI
npuctpoi, loT-mmargopmu ta production-cucremu. Lle cTBoproe nepeaymMoBu st
peaIbHOTO 3aCTOCYBAaHHS MOJIEINI Y IPOMHUCIOBHUX Ta CEPBICHUX MpOLEcax.

Bukonana po0oTra CTBOpIOE MIIIHY OCHOBY JUTSl MOAQIBIIAX TMPAKTHIHUX
JTOCITKEHb y cdepi iaeHTrdikaiii 300paxeHb:

e wmoxiauBe KoMOiHyBaHHS CNN 1 Transformer-miaxomiB ajis CTBOpPEHHS
riOpUIHUX MOJeIeH 3 MiIBUIIEHO TOYHICTIO;

® BNPOBAIHKCHHS MYIBTUMOMAIBHUX TaHUX (300pakKeHHS + MeTamaHi) s
PO3UIUPEHHS MOXJIMBOCTEH KacudiKarii;

e omnTuMmizaris mozaenei ais lightweight-Bepciit 3 Mmetoro po6oT Ha MOOITHHUX
npuctposx ta [oT;

® pO3poOKa aaTUBHUX CUCTEM, 3IaTHUX M1UIAIITOBYBATUCA i/ Pi3HI YMOBHU
SKOCT1 300pakeHb Ta TUIIN IIYMiB.

TakuM 4YHMHOM, TpPOBEACHA MaricTepchbka poOoTa JIEMOHCTPYE, IO
CUCTEeMaTHYHUN MiJXiA 10 MmoOyrnoBHM Mojesell IMHMOMHHOTO HaBYaHHS J03BOJISIE
oTpuMati e(eKTUBHI, CTIHKI Ta HaliHI Momeni igeHTU@ikamii 300pakeHb.

OTpumani pe3yabTaTd MiATBEPIKYIOTh MOMJIMBICTh MPAKTUYHOTO BIPOBAIHKCHHS
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TaKUX MOJIEJICH Y MPOMHUCIIOBI Ta CEPBICHI MPOIIECH, a TAKOK BIAKPHUBAIOTH IIUPOKI
MEPCIEKTUBA  JUISI  TONAJBIIOTO  PO3BUTKY Ta  BIOCKOHAJICHHS  METOJIB

KOMIT FOTEPHOTO 30pYy.
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