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AHOTANIA

Okaapuyk A. 1. Po3poOka apxiTekrypu HEHPOHHOI MepexKi MJId
3amo0iraHHs Ta BUSIBJICHHS PI3HUX THIIB KidepaTak Ha MepexeBi pecypcu B
nepiog BilicbkoBoro crany. Creuianphicte 105 «[Ipuxknanna ¢i3uka Ta
HaHOMaTepianu» OCBITHS mnporpama «TexHonorii iHTEpHETY peueil». JloHenpkuii
HalllOHaIbHUH yHiBepcuteT iMeH1 Bacuns Cryca, Binnuus, 2025.

VY kBamigikaniiiHid (Maricrepcbkiil) poOOTI AOCHIKYETHCS PI3HI  THUIH
HEUPOHHUX MEpEeX Ui TMOMNEPEeKEHHs 1 BUSBICHHS KiOepaTak Ha MIANPUEMCTBA
KPUTUYHOI 1HQPACTPYKTYpHU, a TaKOXK aHali3 iX eQEeKTUBHOCTI Ta MporpaMHa
peaiizaifisi 3anpornoHOBaHUX apXiTEKTyp MOBOI mporpamysanHs Python.

Kuarwo4oBi cioBa: HelipoHHa Meperka, KoMl 1oTepHa ataka, DOS, R2L, KDD99,
U2R, HaBuYaHHS HEUPOMEPEKI.

94 c., 20 puc., 1 non., 51 mxepen.

ABSTRACT

Yukalchuk A. 1. Development of neural network architecture for the
prevention and detection of various types of cyberattacks on network resources
during martial law. Specialty 105 “Applied Physics and Nanomaterials” educational
program “Internet of Things Technologies.” Vasyl Stus Donetsk National University,
Vinnytsia, 2025.

This qualification (master's) thesis explores various types of neural networks for
preventing and detecting cyberattacks on critical infrastructure enterprises, as well as
analyzing their effectiveness and software implementation of the proposed
architectures in the Python programming language.

Keywords: neural network, computer attack, DOS, R2L, KDD99, U2R, neural
network training.

94 p., 20 figures, 1 appendix, 51 sources.
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BCTYII

CydacHl KOMIT'IOTEpHI MEpEeXl € KPUTHYHOIO CKJIaJ0BOI (YyHKUIOHYBaHHS
JEp>)KaBHUX YCTAHOB, NIANPUEMCTB 1 IHQPACTPYKTYpU — OCOOJIMBO B YMOBaxX
BOEHHOT'O CTaHy, KOJM BiJl HAJIMHOCTI 1HPOPMALIIITHUX CEpPBICIB 3aJ€XUTh Oe3leka i
CTIMKICTh JKUTTEBO BAXKIMBUX IpoleciB. Haciaiaku ycmimHuxX KiOepatak MOXYThb
Oyt KatacTpopIYHUMU: KOMIMpOMeETalis KOHPIACHIIHHUX JaHUX, MOPYLICHHS
npare3aTHOCTI CepBiciB, OJOKYBaHHsS JOCTyny abo MMOBHAa 3yMHMHKA KIIOYOBHUX
CUCTeM, II0 B yMOBaX OOWOBHUX Jili 3arpokKye He JIHIIe €KOHOMIYHUM BTparTaMm, a i
Oesmenl HaceneHHs. Y 3B’A3Ky 3 I[MM 3pocTae moTpeba B ePEeKTUBHUX
IHTENIEKTyaIbHUX CHCTEMax 3amo0iraHHs Ta BUSBJICHHS BTOPTHEHb, 3IaTHHUX
NpalfoBaTi B peajbHOMY Yaci Ta aJanTyBaTHCS JO0 HOBUX THIIIB aTak; BOJHOYAC iX
NpakTUYHA KOPHCHICTH 3aJIe)KUTh BiJl HASBHOCTI SKICHUX JaHWX JUIS HABUAHHS U
aJICKBaTHOTO TECTYBaHHS B yMOBaX, HaOIMKEHUX /10 PEAIbHUX.

Y pamkax 1i€i poOOTH OOIPYHTOBAHO TAXiA 10 PO3POOKH apXITEKTypHU
HEHPOHHOT Mepeki I 3amoOiraHHs Ta BHSABICHHsS PI3HUX THIIB Kidepatak Ha
MEpeXKeB1 pecypcH B mepiosi BoeHHOro ctany. OcobivBa yBara npujijieHa mpooiemi
BUSIBJICHHSI PIAKICHUX 1 KPUTUYHUX KAaTerOpid aTak, a TaKOXX MUTAHHAM TOOYI0BU
TECTOBOT'O CEPEJIOBHINA Ta OIIHKK €(PEKTUBHOCTI aJrOPUTMIB Ha perpe3cHTAaTUBHUX
Habopax manux. /s oOrpyHTYBaHHS BHOOpPY MoOJeJed 1 METOJIB BHKOPHUCTAHO
aHami3 Cy4JacHUX JOCHIDKeHb Y Taly3l 1 eKCHepUMEHTAJIbHY TepeBipKy Ha
cragaaptaomy nataceti KDD99 i3 ypaxyBaHHSM Tig0OOpy apXiTEeKTyp, MEXaHI3MIB
OaslaHCyBaHHS KJIaciB Ta MPOIIEAYP BaIiallii.

AKTyaJIbHicTh. B yMOBax MocTIHOTO 3pOCTaHHS CKJIATHOCTI i IHTEHCUBHOCTI
Kibeparak, 0COOJMBO i YaC BOEHHHX I, KPUTUYHO BAKIIMBUMU € TTUTAHHS OIIIHKH
W migBUIIEHHS €(QEKTUBHOCTI CHUCTEM 3aXHCTy 3HAYYIIMX OO0 €KTIB KPUTHYHOI
iHGpaCTPYKTYpH; HEOOXIiTHI aJanTUBHI PIlIEHH, 37aTHI BUABISTH SK MacoBi, TaK i
PIIKICHI aTaKH.

MeTta [ocJizKeHHsl. PpO3poOKa apXiTEeKTypu HEUPOHHOI MeEpexi s

e(eKTUBHOrO 3ano0iraHHs Ta BHSBICHHS PI3HUX THUIIB KiOepaTaKk Ha MeEpexkeBi



pecypcu B YMOBaX BO€HHOTO CTaHy, 13 3a0e3MeUeHHSIM OalaHCy MIDK TOYHICTIO
Kkjacu@ikamii Ta 31aTHICTIO BUSBJISTH PIAKICHI TUIIM BTOPTHEHb.

JUJ1st TOCATHEHHS TOCTABIIEHOT METH MOTPIOHO BUKOHATH HACTYITHI 3aBAaHHS:

1) TlpoBecTr aHami3 Cy4acHUX JOCIDKEHb Ta METOIIB BHKOPHUCTAHHS
TexHoJIorii rinmbokoro HaBuaHHs (Deep Learning) nns 3amau kidepOe3nexu
Ta BUSBIICHHS BTOPTHCHbD.

2) 3aificHUTH Kiacu]ikalito Ta MOPIBHAIBHUI aHali3 apXITEKTyp HEHPOHHUX
mepex (MLP, CNN, SOM, mepexi Xondiina), BA3BHAUUTH iXHI TIEpeBaru Ta
HEJIOJIIKK B KOHTEKCT1 pOOOTH 3 MEPEKEBUM TPAPIKOM.

3) OG6rpyHTryBaTd BHOIp Ta pPO3pOOMTH MPOrpaMHy peamizaiifo ACKIIbKOX
aApXITEKTyp HEUPOHHUX MEPEeXK, 30KpeMa TIOpUIHUX MOJEEH, s NEeTEeKIlii
aTak.

4) TlpoBecTu eKCIEpUMEHTAIbHI JOCIII)KEHHS Ha TECTOBMX Habopax JaHuX
(KDD99), oniauT e(heKTUBHICTH 3aIIPOIIOHOBAHUX MOJICNICH 3a METpUKaMU
TOYHOCTI (accuracy) Ta moBHOTH (recall) mma pi3HMX KjaciB aTak Ta
BU3HAYUTHU HAWOLIbII €(PEKTUBHY apXITEKTYypy.

IMpakTyHa 3Ha4YUMicTh. Pe3ynbTaT poOOTH MOXYTh OYTH BUKOPHCTaHI MPH
IPOEKTyBaHHI i TecTyBaHHI IDS 1151 00’ €KTIB KpUTHUIHOT 1HPPACTPYKTYPH, 30KpeMa
U1 BUOOPY apXiTeKTYpH, HalAaIITYBaHHS MEXaHi3MIB 00poOkH nucOaiancy KiaciB i
oOY/I0BM TECTOBUX MAKETIB.

O0’ekT gocCHiaKeHHs. AJTOPUTMH MAIIMHHOTO HaBYaHHS Ta HEUPOHHI
apxIiTEKTYpH, 3aCTOCOBYBaH1 JUIsl 3a7ad JeTeKiii Ta Kiacudikaiii MepexeBOro
Tpadiky.

Ilpeamer pochaimkeHHsi. METOAWKA TIATOTOBKM  JaHUX, OCOOJUBOCTI
apXITEKTYpPHUX PIIICHb Ta KPUTEPIil OIIHKK €PEKTUBHOCTI HEUPOMEPEK y BHUSIBICHHI
PI3HHUX TUMIB KibepaTak y CKIaIHIUX YMOBAX €KCIUTyaTaIlii Mepex.

IMepenik ymoBHuX ckopouenb. IDS (Intrusion Detection System) — cucrema
BusiBnieHHs1 BTopraeHs (CBB). HIDS (Host-based IDS) — xoct-opieHTOBaHa cUCTeMa
BusiBjieHHs BToprHenb. NIDS (Network IDS) — mepexeBa cucTemMa BHUSIBICHHS

BroprueHb. DoS (Denial of Service) — aTaka Tumy «BiZiMOBa B OOCIyTOBYBaHHI».
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DDoS (Distributed Denial of Service) — posnogineHa araka TUIy «BiIMOBa B
obcnyropyBanHi». R2L (Remote to Local) — Bimmanena araka Jjsi OTpUMaHHS
nokaneHoro gnoctyny. U2R (User to Root) — araka mnigBUIIEHHS MPUBLICIB
KopucTyBaua A0 piBHA aamiHicTpatopa. KC — komm'torephi cuctemu. [THM —
mTyyHi HeidipoHHi Mepexxi. MLP (Multi-Layer Perceptron) — 6araromapowii
nepuentpoH. CNN (Convolutional Neural Network) — 3ropTkoBa HelipoHHa Mepexa
(3HM). RNN (Recurrent Neural Network) — pexkypentHa HeiiponHna mepexxa. LSTM
(Long Short-Term Memory) — nosra kopotkouacHa nam'ste. GRU (Gated Recurrent
Unit) — kepoBanuii pekypentHuii Omok. SOM (Self-Organizing Map) -—
camoopranizoBana kapra (kapta Koxonena). PBHM (RBFN, Radial Basis Function
Network) — pamiansHo-0a3ucHa Heviporna mepexa. DNN (Deep Neural Network) —
rmboka HelipoHHa Mmepeka. GNN (Graph Neural Network) — rpadoBa HelipoHHa
mepexa. AE (Autoencoder) — aBtokomep. ART (Adaptive Resonance Theory) —
Teopis aganTuBHOro pesonancy. BMU (Best Matching Unit) — HelipoH-TIepeMOKeIb
(y xaptax Koxonena). [oT (Internet of Things) — iHTepHET pedeii.

Amnpobanisi. 3a MaTepiajJaMu MaricTepchbkoi podoTH OIMyOIIKOBAHO:

1) FOkampuyk A. I. CTpykTypa HEHPOHHOI MepeXi s TMONEPEIKCHHS Ta
BusBieHHs Kibepatak Tumy User to Root Ta Remote to Local Ha
MiAOpUEMCTBA  KPUTUYHOI  iHGpacTpykTypu. BicHuk CTyaeHTCHKOTO
HaykoBoro ToBapuctsa JlonHHY imeni Bacuns Cryca. 2025. Bun. 17, T. 1. C.
238-242. URL.: https://jvestnik-sss.donnu.edu.ua/article/view/17340

2) HOkampuyk A. 1., 3aropyiiko JI. B. Anami3 3acToCcyBaHHS HEHPOHHUX MEPEK
Uit 3amoOiraHHsT Ta BHSBJICHHS pPI3HUX THUINIB KibepaTak Ha MeEpeKeBl
pecypcu B mepion BiichkoBOro crany. BicHuk CTyaeHTCHKOTO HAayKOBOTO
toBapuctBa JJonHY imeni Bacuns Cryca. 2025. Bun. 17, T. 2. C.

3) IOkampuyk A. 1., 3aropyiiko JI. B. [lopiBHsIHHS €()eKTHUBHOCTI 3aCTOCYBaHHS
PI3HHX apXITEKTYp HEUPOHHUX MEpEeXK JUIsl 3amoOiraHHs Ta BHUSBICHHS
KibepaTtak Ha MEPEXeB1 pecypcH B MepioJl BICbKOBOTo cTany. Matepianu [V
MiKHapoAHOT HAyKOBO-NIPAKTUYHOT KOHpepeHuii (M. Binaung, 05

muctonana 2025 p.). Binauug : JJonHY imeni Bacuns Cryca, 2025. C.



4) TlizcymMKoBa HayKOBO-TIPAaKTUYHA KOH(EPEHIliS MIKHAPOAHOTO KOHKYPCY
CTYJEHTChKHX HayKOBHUX POOIT 31 ITy4dHoro iHTenekTy Ha 0a3i KIII im. Irops

CikopchKOro.



PO31JI 1. AHAJII3 CYUACHHUX JOCJIIIKEHD

1.1 Anani3 cy4acHHMX JOCJTiIKeHb BHKOPHUCTAHHSI HEMPOHHUX Mepex IJs

nonepeKeHHs Ta BUABJIEHHS Ki0epaTak

B nitepatypi icHye psin poOiT, TOB'sI3aHUX 3 BUSIBJICHHS BTOPTHEHb Ha OCHOBI1
rbokoro HapuaHHsa. OCTaHHIMU pokamMu 0arato JOoCHiKeHb y cepi kibepOe3neku
30CEPEIKYIOThCS Ha BUSBICHHI BTOPrHEHB 3a gomomoroto IIII, a mims mokpamieHHs
3/IaTHOCT1 BUSIBJISITU KiOep3arpo3u OyJid 3amporoHOBaH1 pi3Hi MeToau Ha ocHOBi LI
Ta MaNIMHHOTO HaBYaHHS. Xodya IIi JOCHIDKCHHS JOCATIM 3HAYHUX PEe3YyJIbTaTiB,
BUKOpUCTOBYFOUH MeToau I1II Ta MalmmMHHOrO HaBYaHHS, BOHU BCE I OOMEKYOThCS
KOHKPETHUMHU TECTOBUMHU Habopamu nanux, TakuMu ssk NSLKDD ta KDD99. Inmri
JOCIIHKeHHs, OJIHAK, BUKOPUCTOBYBAJIM TMOAIl O€3MeKH Ta KypHaiu, 310paHi 3
peanpHOTO CBITY. LI AOCHiPKeHHsT OMVKYl 10 HAIIOTO AOCIHIKEHHS 3 TOYKHU 30Dy
BUPINIEHHS BUIIE3raIaHuX MPoOIIeM.

Hleha ta im [1]. mocmimkyBaau onTumizaiiito metoniB Explainable Artificial
Intelligence (XAIl) nns CTBOpeHHS HEWPOHHHMX CHCTEM BHSBICHHS BTOPTHEHb 3
MIHIMQJIBHOIO 3aTPUMKOIO. Y CBOili poOOTI aBTOPH MPOBEIW CUCTEMHUU OTJISA] Ta
MOPIBHSUIBHUM aHaii3 pi3HUX apXiTekTyp riamdokoro HaBuanHs (CNN, LSTM, GRU,
aBrokozaepu, riopumHi CNN-LSTM wmopmeni) ta texnmiku XAl (SHAP, LIME,
Integrated Gradients, DeepLIFT, Grad-CAM, Anchors). ExkcnepumeHTaibHa
nepeBipka Ha Habopax manux CICIDS2017, NSL-KDD ta UNSW-NBI15 nokasana,
o Tiopuanai Mmoaeni CNN-LSTM 3 mexanizmamu yBaru (ELAI framework) mocsirnu
TOYHOCTI BUSIBICHHS Outbiie 98% 3 wacoM BUCHOBKY MeHmie 10 Mc, Ta mominmmin
BHSIBJICHHS aTaK HYJbOBOTO JIHS 10 91,6%.

Chao ta Xie [2] mpeacraBmmu DeepNetGuard, iHHOBaIiiHUN aJTOPUTM
rTMOOKOTO HaBUAHHS I €()EKTHBHOTO BHSIBICHHS MOTCHI[IMHUX 3arpo3 OE3MeKu y
BeJMKoMacmTabHoMy Tpadiky Mepexi. Mojenb BHUKOPUCTOBYE OaraTOBEKTOPHY
CTpaTeriro BUJIYYEHHS O3HAK, fKa MOeAHye 0a30Bi, CTAaTUCTHYHI Ta IOBEIIHKOBI

XapaKTEPUCTUKH, Ta IHTETPY€E TEXHOJOT1i aBTOKOJiepa Ta F€HEPATUBHOI 3MaraHHEBO1
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MEpexXi IS BUSBIEHHS SK BIJOMHUX, Tak 1 HeBimomux 3arpo3. DeepNetGuard
MPOJIEMOHCTPYBAB TMEPEBAXHY MPOJYKTUBHICTh IOPIBHSIHO 3 TPAAUIIHHUMHU
CUCTEMaMHU BUSBJICHHS Ta IHITUMU MOJEISMH TJIMOOKOTO HAaBYAHHS, IOCSTHYBIITH
BUCOKMX TIOKa3HUKIB TOYHOCTI, MOBHOTH, TouHocTi Ta F1 y cepengoBumax
BHYTPIIIHIX MEPEX Ta LIEHTPIB 0OPOOKHU JaHUX.

Vincent ta Ibidun [3] mokpammiaud cHCTeMH BHSBICHHS BTOPTHCHb MIISIXOM
inTerpamii  Explainable Artificial Intelligence (XAIl) s BupimieHHS mTpoOIeMu
HENPO30pOCTi Ta MiJBUIIEHHS 1HTEPIPEeTadeNbHOCTI Ta HAAIHHOCTI pU 30€pe’KeHHI
BUCOKO1 MPEIUKTUBHOI TPOJYKTUBHOCTI. BukopucroBytoun Habip manux UNSW-
NBI15, BoHu po3poOniau Ta OIIHWIN JCKUIbKa MOJCICH MAaIIMHHOTO HaBYAHHS,
BKJIFOYAIOUM JiepeBa pillieHb, OaraTtomiapoBi mepuentponn, XGBoost, Bumaakosi
micu, CatBoost, morictuuny perpecito Ta HaiBHUW OaifeciB kiacudikaTop. Mogueni
XGBoost Ta CatBoost nmocsarnmu HaWBHUIIOI TOYHOCTI &87% 3 DOMHIKOBOIO
MO3UTHUBHOIO Ta HeratuBHOIO ctaBkamu 0,07 Ta 0,12, BIANOBIIHO, MPU OJJHOYACHOMY
3a0e3MeueHH1 il IHTeprnpeTadenbHOCTI uepe3 TexHiky XAl

Maureen Okafor [4] mocmiguma 3acToCyBaHHS TEXHIKHM TIMOOKOTO0 HaBYaHHS,
BKJIFOYAIOUM 3TOPTKOBI Ta PEKYPEeHTHI HEUpPOHHI MEpeXki, Yy BHUABICHHI 3arpo3 y
peanpHOMY Yaci Ta pearyBaHHi Ha HuX. [10punni apxitektypu CNN-RNN
IPOJICMOHCTPYBAJIM  TIEPEBAXKHY TMPOAYKTUBHICTH TIOPIBHAHO 3 TPagUIIMHUMU
MiAX0JaMi MAIIMHHOTO HaBYaHHS 3aBISKM iXHIM 3JaTHOCTI BHKOPHUCTOBYBATH
MPOCTOPOBI Ta YaCOB1 O3HAKHU JJISi JETEKTYBAaHHS CKJIAJHUX KiOep3arpo3 3 BHUCOKOIO
TOYHICTIO, TOYHICTIO Ta TTOBHOTOIO HAa PI3HUX HAOOpax JaHUX.

Jyothi Ta in. [5] 3amporroHyBaiii HOBY ONTHMI30BaHY MOJIEJIb HEHPOHHOT MEepexXi
JUTSI BUSIBJICHHSI KiOepaTak 3 BUKOPHCTAHHSIM TTOKPAIIEHOTO aJITOPUTMY ONTHUMIi3arlii
kutiB (EWOA). Moaenmns EWOA-ANN 0yna po3pobiieHa Ui BUPIIICHHS TTPOOJIeM
aTak TIJACTAaHOBKH OOJIKOBHX JIaHUX, BHUSBJICHHSA BIAMOB 1 IIPOTHO3YBaHHS.
ExcriepumenTanpHI pe3ynbTaTH MOKa3adu BUCOKY €EKTUBHICTh MOJIENI y BUSBICHHI
KibepaTak B pexUMi peajibHOTro yacy.

Ojo Tta iH. [6] mpoBeaM AOCTIIKEHHS 3 OL[IHKKA BapiaHTIB IJIMOOKOr0 HaBYAHHS

JUIsL BUSIBIIGHHSI KiOepatak Ta OaraTokiacoBoi kiacudikamii B l0T-mepexax.
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Hocmikennst BukopuctoBye HoBuil gatacer CICIoT2023 3 47 o3znakamu Ta 33
TUIIAMU aTak. ABTOpW MOPIBHSUIM BapiaHTU Mojeneld rinuOokoro HaBuaHHs (DNN,
CNN T1a RNN) Ta npoaeMoHCTpyBajiu €(pEeKTHBHICTh 3allpONOHOBAHOTO MIAXOAY Y
TOYHOMY MPOTHO3YBAaHHI1 KiOepaTax.

Ahmad Ta in. [7] npeacTaBuiIn aanTUBHI HEHPOHHI MEPExKi I KibepOe3neku
Ha OCHOBI €BOJIOLIMHOIO MiIXOMY /Jis MOKpalleHHs BHUSBIEHHS Ta Kiacugikarii
atak. ABtopu 3ampornonyBanu HoBuit Multi-Layer Perceptron (MLP) tpenep, mio
BUKOPHUCTOBYE METOJIM €BOJIOLIMHUX OOYUCIICHb JJII AMHAMIYHOT ONTHUMI3allii Bar i
3CyBIB Mepexi. Monens Oyna mpoTecToBaHAa Ha I'sTU BU3HaHUX gatacerax: NSL-
KDD, CICIDS2017, UNSW-NB15, Bot-loT ta CSE-CIC-IDS2018, mnoka3aBuiu

nepeBary Hajg 10 cydacHUMU alropuTMaMH ONTUMI3AIlii.

1.2 AHami3 BHUKOPUCTAHHSl cHeHiadi30BaHUX AapXiTeKTYyp Ta MeTOliB

3aXUCTyY Bi[l SMarajJbHHUX aTaK B CYYaCHUX lIOC.]'li)I)KeHHﬂX

Oxpemuii HaPSMOK JOCTIDKEHb CTOCYETBCS 3aXUCTy CaMUX HEWpOMEpex Ta
pob6oTH B cieruigIHIX YMOBAX.

Barr [8] po3poour naxiiiny CNN mpotu adversarial atak qis 3acrocyBaHHs Ha
pecypcHo-oOMexxkeHuXx loT-npuctposx. JlocaypkeHHS BHKOPUCTOBYE IHHOBAIIHHY
texHiky APE-GAN mis moBropHoro HaBuanHs CNN, 3HauHO mokpariyrdu ii
CTIMKICTh TIpoTH MpocyHyTux adversarial meroxis, rakux sik Deepfool Ta L-BFGS, na
maraceti MNIST.

Alzaidy Ta Binsalleeh [9] 3ampomonyBasim wmetomm adversarial arak 3
MexaHizmMamu 3axucty Ha CNN ta RNN mrst knacudikanii mkigpmsoro I13. ABTopu
mposenu White-box araku JSMA ta C&W na Windows PE ¢aiinu Ta ominuau aBa
MEXaHI3MH 3aXHCTy: DHCTHIIALI0 Ta adversarial HaByaHHs, JOCSATalOYU 3arajbHOIO
piBHS HempaBHILHOI Kiacudikarii 73,5% micist 3actocyBanss padding.

Dalal ta in. [10] 3anpononyBanu Extremely Boosted Neural Network mist Ginbim
TOYHOTO MPOTHO3YBaHHSI OaraToeTamHUX Ki0epaTak y XMapHOMY CEpeIOBHIII.

Monenb mocsria TouHocti 99,72% wa Multi-Step Cyber-Attack Dataset (MSCAD),
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3HayHo mnepeepmyroun Quest Model (94,09%), Bayesian Network (97,29%) Tta
crangaptay Neural Network (99,09%).

Wang ta 1. [11] 3anpononyBanu DD0oS-MSCT - meton Bussnennss DD0S-arax
Ha OCHOBI OaraToMaciITaOHOI 3ropTKU Ta TpaHchopmepa. ApXITEKTypa BBOAUTH
ook DD0S-MSCT, mo ckinagaetbcsi 3 MOAYNS JOKAJIBHOIO BHJIYYEHHS O3HAK
(LFEM) Ta momyns riobanbHOro BuiaydeHHs o3Hak (GFEM), mocsirarounm TOYHOCTI
99% na gataceti CIC-DD0S2019 3 100% precision, recall ra F1-score.

Neto Ta in. [12] po3poomin CICIoT2023 - naracer mns large-scale atak B 10T
CepeoBHIIlI B peajlbHOMY uaci. JlaTaceT BUKOPUCTOBYE €KCTEHCHBHY TOMOJIOTIIO 3
105 peanbuux lOT mpucTpoiB Ta BkiIouae 33 araku, noxauvieHi Ha 7 kiaciB (DDoS,
DoS, Recon, Web-based, Brute Force, Spoofing ta Mirai), 3abe3meuyrouu
peanictTuuHe cepenoBuile s tectyBanug ML ta DL anropurmis.

Saini Ta CHiBaBTOPH IMPOBEIU BCEOIUHMM OIS AyaIbHOCTI aJaBepcapiaibHOTO
HaBYAaHHS B MEPEKEBOMY BHSBJICHHI BTOPTHEHb, JOCHI/DKYIOYM aTakd Ta
KOHTP3aXOIM. IX IOCIi/KEeHHs ToKazajno, 1o rpadosi HeifporHi mepexi (GNN)
JEMOHCTPYIOTh OCOOJHMBY MEPCHEKTUBHICTH JJII BUSBICHHS MEPEKEBHX BTOPTHEHD
3aBIASKM 1X 3JaTHOCTI OOpOOJISITH CKIaJHI 3aJ]eKHOCTI Ta B3aEMO3B'SI3KH B
MEpEeXKEBUX AaHUX. ABTOPHU IMITKPECININA BaOXIUBICTh PO3BUTKY CTIMKUX MEXaHI3MIiB
3aXACTy JUISi TPOTHIIl TMOTEHIIMHUM MOPYIICHHIM MeEpeXeBoi Oe3meku Ta
IPUBATHOCTI, BUK/IIMKAHUM aJBepcapianbHuMu atakamu [13].

Zhong Ta criBaBTOPU MPOBENU BCEOIUHE AOCTIIKEHHS 3aCTOCYBaHHA TpadoBHUX
HEHPOHHMX Mepex I CHCTEM BUSBJIEHHS BTOPTHEHb. IX CHCTEMATHUHA TAKCOHOMis
Kiacu(dikye iCHyrUl Ta MalOyTHI OCHTIIKEHHS METOJIB BUSBJICHHS BTOPTHEHb HA
ocaHoBi GNN, migKpecToun TMepeBard IMUX apXIiTeKTyp y 3aXOIUICHHI CKIJIaJIHUX
B3a€MO3B'A3KIB Y CTPYKTYpOBaHHX Tpadom nanux [14].

Chhetri Ta Namin gochigwim 3acTOCYBaHHS TpaHC(HOpPMEPHUX MOICIEH st
NPOTHO3YyBaHHA HACHIAKiB KibepaTtak. IX po6oTa JeMOHCTpye e(eKTUBHICTD
apxitektypu BERT Ta iepapxiunux mepex yBaru (HAN) mng aHamizy TEKCTOBHUX
OMKCIB KiOepaTak Ta MPOTHO3YBAaHHS iX MOTEHIIMHOIO BIUIMBY, IO € BaXJIMBUM

KPOKOM y HaINpsIMKy aBTOMAaTH3allii oIliHky 3arpo3 [15].
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Sharma 3amponoHyBaB peami3amiro MoOJeNi, $SKa BHUKOPHCTOBYE aHaji3
mepexkeBoro Tpadiky (NTA) Ta nmaHi JIIYWIBHHUKIB TPOJAYKTHBHOCTI amapaTHOTO
3a0e3neuenns (HPC) nmas touHoro mosHaueHHs Zzero-day arak. JlociimKeHHs
CIIpSIMOBAaHE Ha CTBOPEHHsI MOJIEJIi Ha OCHOB1 aBTOKOJIEpa, sika 00'€IHy€ anmapaTHI Ta
MEpEXKEBl XAPAKTEPUCTUKH 1  e(eKTUBHOI Kiacudikallii, BUKOPUCTOBYIOUU
crangapTHi Habopu nanux kibepOesneku CICIDS2017, NSL-KDD Tta D.A.V.I.D.E
HPC [16].

Rasikha Ta cmiBaBTOpH PO3pOOMIM aHCAMOJIEBHI METOJ TJIMOOKOrO HaBYAHHS
JUISL BUSBIICHHS KiOeparak, MiAKPECIMBINH, IO METOJU TIMOOKOrO0 HABYAHHS €
HaJ3BUYATHO OakaHUMU JIJIsI BUSIBJICHHS KiOepaTak, OCKUIbKM BOHU HE MOTPEOYyIOThH
iHxeHepii 03HaK a00 MPUIYIIEHb ITPO PO3MOJT JaHUX. [X MiXia MPoJEeMOHCTPYBaB
BUCOKY ¢(DEKTHUBHICTh Y BUSBJIICHHI PI3HOMaHITHUX TUMIB atak B lo T-mepexax [17].

Axmen AxmiMm Ta iH. [18] 3anpononyBanu HOBY lepapxiuny IDS, sika 6a3zyeTncs
Ha MOJIETISIX Ha OCHOBI JiepeBa pillleHb Ta TpaBWwi. BOHU TakoX BHUKOPHCTOBYBAIU
CICIDS2017 sx wHaOlp maHuUX JUIS OIIHKK MPOJYKTUBHOCTI CBOEI MOJIEII.
3anporioHOBaHa HUMHU MOJENIbh MOEJHYE B €001 JIEPEBO CKOPOYEHOTO OOpi3aHHS
nommiiok (REP Tree) ta anroputm JRip Ha nepmomy erami. Ha nipomy erami BxigH1
03HaKU HaOOPy JaHWX BUKOPUCTOBYIOTHCS SK BXIAHI JaHi s kinacudikamii Tpadiky
K aTaku abo mooposikicauit Tpadik. IloTim knacudikatop Forest PA BukopucroBye
pe3yiapTaTh poOOTH JBOX KIiacH(iKaTOpiB Ha TMEpIIOMYy eTami B IO€THAHHI 3
BXITHUMHU O3HAaKaMH TIOYAaTKOBOTO HAOOPY MaHUX JIsI OTPUMAHHS OCTAaTOYHOTO
pesynbTaTy Knacudikanii. IX Momens gocaria IpUCTOMHOT MPOAYKTUBHOCTI Maiiike
mist Beix kmaciB pyxy B CICIDS2017. BoHm TakoX Hamaad TMOPIBHSHHSA
e(eKTHBHOCTI 3aMPOIIOHOBAaHOT HUMHU Mozeni 3 11 Bimomumu kinacudikaTopamu, o0
MiATBepAnTH ii Kimacudikamiiay 3natHicts. Cepen 12 moneneit knacudikaTopiB ixHs
MOJIe/Ib TIOKa3aia HaWKpalli pe3yiabTaTh Kiaacu@ikamii JjIs ceMHu KiIaciB aTak 1
HAaWHWKYUA piBeHh XMOHUX CIPAlbOBYBaHb NSl Oe3neuHoro tpadiky. g mogens €
KOHKYPEHTOCTIPOMOXKHOIO ~ 3aBISIKM  CBOid  BHCOKIH 3aralibHId  €(QEeKTUBHOCTI

kinacudikamii Ha CICIDS2017. Tomy B po3auni pe3yibTaTiB  1i€i  CTaTTi
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3anponoHoBaHa Mojieab IDS nopiBHIOETHCS 3 IXHBOIO HOBOIO iepapxiuHoro IDS, mo0
OLIIHUTH €(EKTUBHICTH 3aIIPOIIOHOBAHOT MOJIEI.

Tang Ta iH. [19] npononytoth Mosiennb DNN 17151 BUSIBJICHHS aHOMaJTiil HA OCHOBI
noToky. Ix mepia cnpo6a 3actocysatu DNN 11 MepesxeBoi Oe3Meku Ipu3Bea J0
CTBOpEHHs BiAHOCHO mpoctoi DNN, sika cKiIaJaeThCs 3 OJHOTO BXIJAHOIO IIAPY,
TPbOX MPUXOBAHMX IAPIB 1 OJHOrO BUXIAHOro mapy. Jleski excrnepuMeHTH Oynu
npoBeaeHl Ha Habopi nanux NSL-KDD, ne Oymno moBeaeHo, 10 3amporoHOBaHA
mojnenb DNN 31aTHa BUSBISATH aTakd «HYJIbOBOTO JHs» 1 TIOBOAMTHCA Kpalle, Hix
1HIII METOY MAITMHHOT'O HABYaHHSI.

[Ilo6 posmuputu moxiuocti DNN, Li ta 1. [20] mpomoHyOTh HOBY
MepexeBy cTpykrypy mia HazBoro HashTran-DNN nns kmacudikariii mkijguBoro
nporpaMHoro 3abesmedenHs a1 Android. Ixms Haii6inpna iHHOBaLis Monsrae y
NEPETBOPEHHI BXIAHUX 3pa3KiB 3a JOMOMOrow Xem-QyHKIIH [ 30epekeHHs
XapaKkTepUCTUK JIokanbHOCTI. [licns meperBopenns BximHuX ganux HashTran-DNN
BUKOpuctoBye AE s BUKOHAaHHSA 3aBIaHHS 3TJIaKyBaHHA, 1100 KiacudikaTop
DNN wmir orpumaty 1HMOpMAILIO PO JOKATI3AII0 B MOTESHIIHHOMY TPOCTOP1 s
Kpamoi MpOAyKTUBHOCTI. [IpoaHamizyBaBIIM pe3ylbTaTH EKCIEPUMEHTY, MOXKHA
nomitut, MmO HashTran-DNN wMoxe e(eKTHBHO 3axuIaTucCsi Bil YOTUPHOX
CIeliaJIbHUX TEeCTOBUX aTak, ToAl sk cranmapTHuii DNN He Mo)ke BUSBHUTH BCi IIi
aTaKu.

Jlnst  MepekeBoro aaMiHICTpaTopa HarajJbHUM 3aBIaHHSM € 3aro0iraHHs
BTOPTHEHHIO 3JIOBMUCHUX MEPEKEBUX XaKepiB Ta MIATPUMaHHSI MEPEKEBOi CHUCTEMU
Ta KOMI'TOTEpa B 0€3MeYHOMY Ta HOpMaJIbHOMY pobodomy ctaHi. Peng ta iH. [21]
NPOMOHYIOTh METOJ BHUSBICHHS MEPEKEBUX BTOPIHEHb HA OCHOBI TIJIMOOKOTO
HABYaHHS, SKUW BHUKOPHUCTOBYE TIMOOKY HEWPOHHY MEpPEeXy IS BUIYyYEHHS
0COONMBOCTEH JAaHWX MOHITOPDUHTY Mepexi, a HelpoHHa wmepexa BP
BUKOPUCTOBYEThCS NIJIsl Kiacu@ikarlii THIiB BTOprHEHb. MeTon OIliHeHO Ha Habopi
naanx KDDCup 99. Pe3ynbpTaTu MoKa3yrTh, III0 METO Jocsrae TouHOCTI 95,45%, 1
BiH Ma€ 3HAYHE MOKpAIICHHS MOPIBHSHO 3 TPAJULIAHUM METOAOM MAIIUHHOIO

HaB4YaHHHA.
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Kolosnjaji Ta 1iH. [22] Hamaramucs mnoOyAyBaTH HEUPOHHY MEpEexXy 3i
3rOPTKOBUM Ta PEKYPCUBHUM MEPEXEBUMM IIAapaMH, sKa OTpUMY€E Kiacu@iKalliiH1
O3HAaKU [JJi MOJENIOBAaHHS CHUCTEMHU BHSBJICHHS MIKIJIMBOIO MPOrPaMHOIO
3a0e3nedeHHs. 3a JOMOMOIOI0 3alpONOHOBAHOIO HUMHU METOJy BOHU OTPUMYIOTH
lEpapXiuyHy apxITEKTypy BUJIYUYEHHs O3HAK, sika MOEJHYE B coO1 mepeBaru omepariii
3TOPTKHU BiJ] 3TOPTKOBOIO IIapy Ta MOJEIIOBAHHS MOCIIOBHOCTI Bl PEKYPCUBHOIO
MepexxeBoro mmapy. 3rogom Kolosnjaji ta iH. [23] po3BUHYNIM 1ie MeTOf,
BKJIFOUMBILIN J0 HBOTO O3HAKH, OTPUMaH1 3 3arojOBKIB MOPTATUBHUX BUKOHYBAHHUX
¢ainiB, 10 J[AO3BOJUIO JIOCATTH JOCHTh BHCOKOi TOYHOCTI Ta IIBUAKOCTI

Bi}IKJII/IKaHHSI Y BUllagKax 3JIUTTA JaHUX.

1.3 BucHoBKH 710 po3ainy 1

CydacHl JOCHUDKEHHsS TMIATBEPIKYIOTh BHCOKY €(EKTHUBHICTb METOIB
rIMOOKOTO HAaBYAHHS JIJIs BUSIBJICHHS Ta NMPOrHO3yBaHHsA KibepaTtak — Bim CNN,
LSTM 1 aBTOkojAepiB 10 TIOpUAHHX 1 1€paApXiYHMX aAPXITEKTYp — 3 XOPOIINMHU
MoKa3HUKaMHu Ha eTajoHHHX Habopax (KDD99, NSL-KDD, CICIDS, UNSW-NB15
To110). Bo/tHOYAC OTJisii BUSBIISIE TUIIOBI OOMEXKEHHS: OaraTo MigXo 1B ONTUMI30BaHi
miJ KOHKpPETHI OCHUMApKW, MalOTh NMPOOJEeMH 3 y3arallbHEHHSM Ha peajbHi JIOTH,
YyTIMBICTIO 10 AWCOANTaHCy KJIAaciB Ta IHTEPIPETOBAHICTIO PIllICHb. 3HAYHY POJIb
BiJIIrparoTh KOMOIHOBaHI pimieHHs (TiOpWaM, CTEKOBI MIAXOMU, BimOIp O3HAK), SKi
9acTO MiJBHUINYIOTh CTIHKICTh 1 TOUHICTH Mojenel. OTxe, MONpu MOMITHUH Mporpec,
JUIS. TIPAKTAYHOTO BIIPOBAKEHHS HEOOXITHI OUTBIN pernpe3eHTaTUBHI JlaHi, CTIMKi
MeTOau O0pOoOKH JaucOaNaHCy Ta JOCIIIKEHHS MacTabOBaHOCTI i MOSCHIOBAHOCTI

MOJIEJIEN.
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PO3IIJI 2. TIOHATTA CUCTEM BUABJIEHHSA BTOPI'HEHBTA
OCHOBHI APXITEKTYPU HEMPOHHUX MEPEX

2.1 IIoHATTHA CHCTEMH BUSIBJICHHS BTOPTHEHb

BuBuenns mnoniil, mo BiAOyBamuCAd B MeEKax KOMII IOTEPHOI cHCTeMH abo
MEpEexXi, 3 METOI BHUSBJICHHS MOTEHUIMHUX 3arpo3 1 COpod HECaHKIIOHOBAHOTO
JOCTYITy, Ha3WBA€ETHCs BUSBJICHHSIM BTOPTHEHb. LIeit mporiec 103BoJIIE CBOEYACHO
BU3HAUMUTU ITHUMACHTH, 110 MOXKYTh CTaHOBUTH HeOesneky mid iHdopmaniiHol
6e3nexu. Haifyacrime Taki 3arpo3u CIPUYHHSIOTH 3JIOBMUCHUKH, SIKI HAMAraroThCs
OOIMTH 3axXMCHI MEXaHI3MH CHUCTEMH, OTPHMABIIM PO3IIUPEH] NpUBLIEi 3a1is
JOCSITHEHHS BJIACHUX IIUIeH [24].

Cucrema BusiBnieHHs BToprHeHb (IntrusionDetectionSystem, IDS) € TexHiunuM
pIIIIECHHSAM — MPOTrpaMHUM abo amapaTHUM, — SIK€ J03BOJISIE (PIKCYBATH IMI03PiTY
aKTUBHICTh, aHANI3yBaTH i, 3amo0iraTd pPO3BUTKY 3arpo3 1 TOBIIOMIISTH
BIJIOBIIAJIBHAX OCi0 Tpo mozii B pexumi peanbHoro dvacy. IDS He 3amiHioe
TpaAMIliHI 3ac00u Oe3meKku, Taki sk OpaHaMayepH, aje eDEKTHBHO iX JIOMOBHIOE,
3a0e3reuyoun IHOMHUKA piBEHb KOHTPOJIIO Ta pearyBaHHS.

ITim gac cBo€i poOOTH Taka cHCTEMa IOCTIMHO CIOCTEpirae 3a IOBEIIHKOIO
KOPUCTYBa4iB 1 MEpPEKEBUMH IporiecaMu, (ikcye BIAXWICHHS BiI HOPMaJIbHOTO
GyHKITIOHYBaHHS, 37aTHA PO3MI3HABATH XapaKTEpHI O3HAKHM aTaK 1 BECTU JICTAIbHY
peecTpanio Bcix iHmMAEHTiB. OTpuMaHi JaHl aHATI3YIOThCS, 1 Ha iXHIH OCHOBI
dbopMyeTbCsT  3BIT, 110 JO3BOJSIE  aIMIHICTpATOpaM ONEPATHUBHO  BUSBISATH
BpPa3MUBOCTI, KOPUTYBATH HaNaMITyBaHHA O€3MeKkn Ta 3amodiraTu TOBTOPHUM
3arpo3am. Kpim mporo, IDS Bukonye (yHKIIIT KOHTPOIIO 32 TOTPUMAHHSIM TOJITHK
KOPHUCTYBAaHHS CHUCTEMOIO, MEPEBIpPS€ IUTICHICTh BAXKIWBUX (DAMIIIB 1 aBTOMATUYHO
iHPOPMY€E CHCTEMHHUX aAMIHICTPATOPIB MPO OYb-AKi MiA03P1Ti [ii, BAKOPUCTOBYIOUHN
pI3HI KaHAJIW CHOBIMICHHS — BIJ €JICKTPOHHOI TOIITH JO CIeIiadi30BaHuX

1HTEepECiB.
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2.1.1 TexHoJ10rii cMCTEM BUSBJICHHS BTOPrHEHb

[HTYiTUBHO 3p0O3yMiJI0, 1110 BTOPTHEHHA B 1H(GOpPMAIIIiHY CHUCTEMY - L€ 1ii, sSKi
MOPYIIYIOTh TOJIITHKY OC3MEeKH CUCTEMU, a BUSBICHHS BTOPTHEHbB - 1€ MPOIIEC, KU
BUKOPUCTOBYETHCS JIJIsI BUSBJICHHS IUX /1. BUSBICHHS BTOPTrHEHb BUBUYAETHCS BKE
6mm3bk0 20 pokiB. BOHO IpyHTYETHCS Ha MEPEKOHAHHI, 1110 TOBEIHKA 3T0BMUCHUKA
OyJe TIOMITHO BIAPI3HATHCS BiJl MOBEAIHKH 3aKOHHOTO KOpPHUCTYyBada 1 110 Oarato
HECAHKI[IOHOBAaHUX il MoxHa Oyne BusBuTH. CHCTEMH BHUSBICHHS BTOPTHCHB
NOJUISIOTHCS Ha TpU KaTeropii. Huxkue nepepaxoBaHi pi3H1 TUIIM METO/(IB BUSBJICHHS
BTOPTHCHBb.

CucremMu BUSIBJICHHSI HA OCHOBI CHTHATYP

Cucrtemu BUSBICHHS Ha OCHOB1 CHUTHATyp (TaKOX 3BaHI CUCTEMaMH Ha OCHOBI
3JIOBKMBaHb) AYyXKe €(QEeKTHBHI MPOTH BIIOMHUX aTak, aji¢ BOHM 3ajexaTh BiJ
PEryJIsIpHOrO OHOBJICHHS ITAa0JIOHIB aTak; BOHU HE 37]aTH1 BUSBUTH paHillle HEeBiAOMI
3arpo3u abo HOBI BapiaHTH [25-29]. Oxniero 3 rosoBHux mpobiem IDS Ha ocHOBI
MIANKCIB € Te, N0 KOKEH IIIKUC BUMarae 3amucy B 0a3i JaHuX, a MoBHA 0a3a JTaHuX
MOX€ MICTUTA COTHI a00 HaBiThb THCs4Yl 3anuciB. KokeH nakeT MOBUHEH
NMOpIBHIOBATHCS 3 ycCiMa 3amucamMud B 0a3i JaHWX, [0 BHMarae 0arato pecypcis,
CHOBUIBHIOE TPOIYCKHY 3AaTHICTH 1 poOuth IDS BpasmuBoro no DoS-arak. Jleski
iHCTpyMeHTH o00xoay IDS BHKOPUCTOBYIOTH IH0 BpPa3JMUBICTh, IEPEHOBHIOIOUN
cuctemu IDS Ha 0CHOBI cUTHATYp HaAMIPHOIO KUTBKICTIO TIAKETIB, IO MTPU3BOAUTH /10
TaliM-ayTy, BTPaTH MaKeTiB 1, MOXKIIMBO, 10 MPOIycKy atak. Kpim Toro, neit tun IDS
BCE III€ BpA3IMBUI 1O HEBIMOMHX aTaK, OCKUIbKW JJii BUSBICHHS BTOPTHEHb BiH
MOKJIAaJa€ThCSI BUKIIIOYHO Ha HAABHI B 0a31 JaHUX ITIAINCH.

Cucremu BUSIBJIEHHSI HA OCHOBI aHOMAJTiii

Cucremu BUSBICHHS aHOMaJiid KIACH(PIKYIOTh MEPEKEBY aKTUBHICTH SK
HOpMalibHYy a00 aHOMaJbHY Ha OCHOBI MpaBui ab0 €BPUCTUK, a HE (PIKCOBAHMUX
CUTHATyp, 1 IX peamizallisi BUMAara€ IMOMNEePEeIHLOTO0 MOJCIIOBAHHS HOPMAIbHOL
MOBEIIHKU Mepexi [26,27]. Ha BimMiHy BiJ cHCcTeM, 3aCHOBAaHHMX Ha 3JI0BKHUBAaHHSX,

CUCTEMH, 3aCHOBaH1 Ha aHOMAJIsX, MOKYTh BUSIBJISITU PaHillle HEB1JIOMI 3arpo3u, ajie
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BOHH, 5K MTPaBUJIO, JAIOTh OUTBIIIE TOMUIKOBHUX CIPAaboByBaHb. OCKUTBKY CUTHATYpA
HOBOI aTaku HE BiloMa, NOKM BOHA He Oyne BHsBJIEHA 1 MPOaHaII30BaHA, pOOUTH
BUCHOBKM HAa OCHOBI HEBEJIMKOI KITBKOCTI MakeTiB CkJagHo. CHCTEMHU Ha OCHOBI
aHOMAJTIi BHSIBJISIOTH aHOMAJIbHY TMOBEIIHKY 1 TEHEPYIOTh CUTHAJIM TPUBOTH, KOJHU
BOHU CIIOCTEPIraloTh BIAXUJIEHHS Bl HOpMaJIbHUX 1a0JIOHIB Tpadiky abo MOBEIHKH
nonatkiB. TumoBi aHomanii, $KI MOXyTh OyTH 3aiKCOBaHi, BKJIIOYAIOTh
HETPaBUJIbHE BHKOPHUCTAHHS MEPEKEBHX MPOTOKOJIIB, HAMPHUKIIAJ, MEepeKputTTs I[P-
¢parmeHTiB 200 3amycK CTaHIAPTHOTO MPOTOKOIY Ha HECTaHIApTHOMY TIOPTY,
HexapakTepHi mabaoHu Tpadiky, Taki sSK HENPOMOPIIHHO Benuka KinbkicTe UDP-
nakeriB y mnopiBHaHHI 3 TCP-makeramu, migo3puti 11abJoOHM B KOPUCHOMY
HaBaHTAKEHHI H0AaTKIB [27].

OcHOBHUMH TIpoOJI€MaMU CHUCTEM BHUSBIICHHS aHOMAJili € BU3HAYCHHS
HOPMAaJILHOT TIOBETIHKHA MEPEXi, BCTAHOBJICHHS BiIMMOBIIHUX MTOPOTOBHUX 3HAYCHB JISI
3aycKy TPHUBOT 1 3amo0iraHHs XHMOHUM crpamnbkoByBaHHsIM. KopuctyBaui-mroau 3a
CBOEIO MPUPOJIOI0 HemependadyBaHi, 1 SKIIO HOpMaibHa MOJIETh HE BH3HAauY€HA
peTeNibHO, cucTeMa OyJie reHepyBaTh 0arato MOMUJIKOBUX TPUBOT 1 CTPAXAATH BiA
HOTIPIICHHS IPOAYKTUBHOCTI [27].

CucTreMu BUSIBJIEHHSI HA OCHOBI cnienugikamin

CuctemMu BHSBICHHS Ha OCHOBI chenu@ikamiii KOHTPOJIOITH IPOIIECH,
MOPiBHIOIOUN (DAaKTHYHI MOTOKHM JAaHHWX 13 3a3JaJIeTib BHU3HAYCHUMH IPOTrPaMHUMH
cnenudikamismu. Y  pa3l  BUIXWICHHS Big [HUX coenudikamiii  BUIAEThCS
nonepemxeHHs. [l[o6 cuctema 3amumanacs e(EKTHBHO TPOTH BIAOMHX 1
HEBIIOMUX aTak, i1 HEOOXIJHO TiATPUMYBATH Ta OHOBIIOBATH WIOpa3y, KOJHU
3MIHIOIOTBCS TIpOrpaMu crioctepeskerHs. [1igxoau Ha ocHOBI cnienudikariii 3a3Buyuan
TeHEPYIOTh MEHIE XHUOHUX CHpalbOBYBaHb TMOPIBHSAHO 3 CHUCTEMaMU BHUSBIICHHS

anomatiit [30].
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2.1.2 Kinacugikauist cucteM BUSIBJICHHSI BTOPTHEHb

Posrmsimaroun  jpkepeno  JaHWX, IO BUKOPHUCTOBYIOTHCS IS BUSBICHHS
BTOpraeHb, IDS MoxHa Takox Kiacu(ikyBaTH 3a THIIOM CHCTEMH, SKY BOHHU
3axumatoth: IDS Ha 6a31 xocta (HIDS), IDS na 0a31 mepexi (NIDS) Ta ribpuani
IDS, mo noennytots B co61 o6uasa migxoau [29]. Cuctemu BUSIBICHHS BTOPTHEHb B
OCHOBHOMY TOJIISIOTHCSI HA TPU THITH.

XocTt-opienroBani IDS (HIDS)

XocTt-opieHToBaHi IDS BCTaHOBIIOIOTHCS HAa OKPEMHX MPHUCTPOSX, TAKUX SK
cepBepu abo pobOoul CTaHIlli, 1€ MaHl aHaI3YIThCA JIOKATbHO. BOHM MOXYThH
BUKOPUCTOBYBATH METOJM BUSBIICHHS SIK aHOMaJIii, TaK i 3J0BXHBaHb [29]. ATeHTH,
BCTAHOBJICHI Ha KOHTPOJIbOBAHUX XOCTaX, 30MparoTh JaHi 3 Pi3HUX JHKEpE, MUITYTh
’KYpPHAJIM 1 3aIMyCKalOTh TPUBOTY Ha OCHOBI 3a3Aalieriib BuzHaueHux noiituk. HIDS
00MEXYIOTBCS MOHITOPHMHTOM XOCTIB, Ha SIKUX BCTAHOBJICHI areHTH, 1 HE MOXYTh
KOHTPOJIIOBAaTH BCIO Mepexky. BoHHM 3a3BUuYali BUKOPHCTOBYIOTHCS [IJISl 3aXHCTY
KPUTHUYHO BAXKJIMBUX CEPBEPIB.

Henomikamu HIDS € ckimanmHicTh aHamizy crnpoO BTOPTHEHHS Ha JACKUIBKOX
MallMHax, MPoOJIeMHU 3 MIATPUMKOIO CUCTEM Yy MepeXax 3 PI3HUMH OIepalliiHuMU
cucTeMaMu Ta KoH(]IrypamismMu, a Tak0oX MOXJIUBICTh TOTO, IO 3J0BMHUCHHUKHU
MOXYTh BifkiounTd HIDS miciist kommpomeraliii XxocTa.

[Tpuknagamu komnoHeHTiB MoHiTOpuHTY HIDS € cuctemu, sxi BiICTeXKYyIOTbH
BxiAH1 3'eqnanns 3 nopramu TCP abo UDP (manpuxman, PortSentry), cucremu, siki
MEePEeBIPSIOTh KOPUCHE HABAHTAKCHHS MAKETIB HAa HASBHICTH IIKIIJIMBOTO BMICTY, 1
CUCTEMH, SKI BIJICTEXKYIOTh AaKTHUBHICTb BXOJy B CHCTEMY [JIsi BHSIBICHHS
HE3BUYAWHWX MabMoHIB goctymy. Taki mpomyktu, sk Snort, DragonSquire,
EmeraldeXpert-BSM, NFR HID Ta IntruderAlert BAKOHYIOTh MOHITOPHUHT Ha OCHOBI
XOCTIB.

Mepexesi IDS (NIDS)

Mepexesi C31 3a3Buyail CKIagalOThCS 3 CEHCOPHOTO MPHUCTPOIO 3 MEPEKEBOIO

1HTEepdEUCHOI KapTolo, II0 TMpalIE B PEXUMI MPOMICKYITETYy, 1 OKPEMOIo
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iHTepdeiicy ympaBmiHHSA. PoO3ropHyTi B CTpaTeriyHUX TOYKaX MEpPEkKEBOi
iHppacTpykTypu, NIDS BiacTeKylOTh BeCh Tpadik B CETMEHTI MEpEXi, BUSBISIOYU
B1JIOMI1 aTakM MUJISXOM 3ICTaBJIEHHS A0JIOHIB 1 CKAHYBAaHHS Ha MPEIMET aHOMaJIbHO1
akTUBHOCTI. Takox BioMmi sik cHiepu nakeriB, NIDS nepexoruitoroTs 1 aHaIi3yoTh
BCi MAKeTH, IO TMPOXOJIATh Yepe3 CEeTrMEHT, IO KOHTPOIIOETHCS, 3a0e3Medyrouu
3aXMCT BCIX MalllMH B I[bOMY CErMEHTi. BOHU TakoX MOXYyTh OyTH BCTAaHOBJICHI Ha
AKTUBHHX MEPEKEBUX MPUCTPOSX, TAKUX K MAPIIPYTU3ATOPH.

Hesxi NIDS 3ocepemkeHi Ha CTaTUCTUYHOMY  aHaji3l  MEpPEKEeBOTO
HaBaHTAXXCHHS JUIsl BUSBIICHHs artak Tumy flood, CTBOpIOIOYM CTATUCTHUKY Tpadiky
0e3 riambOokoi mepeBipku makeriB (Hampukian, NovellAnalyzer, Microsoft
NetworkMonitor). Tumnosi komepiiiiai npoaykta NIDS Brirouatots CiscoSecure
IDS (panime NetRanger), Hogwash, Dragon ta E-Trust IDS.

I'iopuani IDS

INopunni IDS iHTETpYIOTH AaH1 YIPaBIIIHHS Ta OMOBIMICHHS SK 3 XOCT, TakK 1 3
MEPEXKEBUX MPHUCTPOIB BUSIBICHHS, MOEJHYIOUH CHUIBbHI CTOPOHU KOXKHOTO MIJIXOIY
JUIS. TABUIIEHHS THYYKOCTI Ta cTiiikocti g0 artak [29]. Xoua wMepexeni IDS
IIPOCTIiIIe PO3rOpPTATH Ta IMIATPUMYBATH, BOHHM 3ajeXaTh BiJ BIJOMHX CHUTHATYp 1
MOXXYTh MPONYCTUTH HOBI ekcruiodTu. IDS Ha OCHOBI XOCTIB HAJalOTh JIETAIBHY
iHdopMaIliF0 MPO  aKTUBHICTh XOCTIB, aj€ BHUMAararmoTh KBaTi(iKOBAHOTO
aaMmiHicTpyBaHHs. [10puaHE pIMICHHS BHUKOPHUCTOBYE OOHWIBAa BapiaHTH IS

MTOKpAIIEeHHS 3arajibHO1 3/JaTHOCT1 BUSBICHHS.

2.2 Kuaacudikaumiss apxiTekTyp IITYYHHX HEHPOHHHX Mepex s

BUfIBJIEHHS Ki0epaTak

O06pobka mapaMeTpiB MEpekeBOro Tpadiky 3 METOI BHSBICHHs KibepaTak Ha
iH(hOpMAaIITHO-KOMYHIKAI[IHHI CHCTeMH, iX JIOKaIi3allisd Ta aHal3 JHHAMIKH 3MiH B
ABTOMATUYHOMY PEKHUMIi € HAA3BHYAWHO BAKIUBUM €JIEMEHTOM OY/b-sIKOT CHCTEMU
BUsIBJIEHHS aTak. HelpoHH1 Mepexi MHUPOKO 1 €()eKTUBHO BHUKOPUCTOBYIOTHCS IS

BUpIIICHHS 3aBJaHb BUSBICHHsS aTak Ha 1HopmauiiHi cucremu. lle oOnactsb
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JOCJIIJIPKEHb, 110 IHTEHCUBHO PO3BUBAETHCA. [IOCTiiHO 3'BISIIOTBCS HOB1 3ajauvi,
MOB'sI3aHI 3 PO3POOKOI0 HOBUX MEPEKEBHUX CTPYKTYpP, METOI SKHUX € MiJBUIICHHS
ctiikocti komm'torepuux cucteM (KC) no arak mnpu mnNoOBHIA aBTOMaTH3allii
nporeaypu ix BusiieHHs [31].

[IpoTsiroM oOCTaHHIX POKIB OJHIEI0 3 HaWaKTyalbHIMIMX MPOOJEM B raiysi
iHpopMarliitHoi Oe3neKku € MiABUIICHHS €()EeKTUBHOCTI METO/AIB BUSIBJICHHS aTak Ha
iHpOpMaIliitHi pecypcH KOMITFOTEPHUX CHCTEM. [Ipu 1IbOMYy BaKJIMBUM HANpPSIMKOM
MiABUILCHHS €(PEKTUBHOCTI € <«IHTEJEKTyasi3allis» METOMIB BHUSBICHHS aTak 3a
paxyHOK BHMKOPUCTAaHHS  Teopli IITy4yHUX  HedWpoHHux Mepex  (IIIHM).
[lepcIeKTUBHICT TaKOTO MIAXOAY IMIATBEPIKYETHCA  JICAKHMMH  YCIIITHUMHA
3acrocyBanHsiMu LIIHM B iHcTpymeHTax BusiBieHHs artak (mpoayktu Cisco) Ta
BEJIMKOK KUIBKICTIO BIAMOBIAHUX TEOPETUYHUX 1 MNPAKTUYHUX JIOCTIIKECHb.
Bognouac, Benuka KUIBKICTh XHMOHUX CHpPAallbOBYBaHb, TPHUBAIMM TEpMIH 1
HeCTaOUIbHICT, HAaBUaHHs, HEJNOCTAaTHS ajamnTaljis g0 0araTboX OCOOJHBOCTEMN
cyyacuux KC, mo mos's3aHo, B Tepuly 4epry, 3 METOAOJOTIYHUMHU HEIO0JIKaMH,
CyTTEBO OOMEXYIOTh iX NPaKTHUUHY IIHHICTb. TOMYy BHHHKJIA HEOOXITHICTh
BUPIIIEHHS TPOOJIEMHU, 3yMOBJIICHOI IEPCIEKTUBHICTIO BHUKOPUCTAHHS ICHYIOUHUX
HelponoMiOHuX 3aco0iB BHSIBIEHHS aTak, 3 OJHOTO OOKy, Ta HEIOCKOHATICTIO
METO/1B PO3pPOOKH 1 3aCTOCYBaHHS TaKWX 3ac00iB, 3 1HIIOTO.

B mimomy MoXXHa BiI3HAQYHMTH, IO B OCTAaHHE IECATHIITTS CIIOCTEPITaEThCS
ctpimMkuit po3Butok [IIHM-texHomoriit y cdepi kidepbesneku. Pi3HOMaHITHUMY € HE
TUTbKA MOXIUBOCTI BukopuctanHs [IITHM nns Bussnenns kiOepatak, ane W ixHs
apxitektypa. Knacudikamitnuii anamiz crpykryp Takux HIHM nns BusiBieHHs
kibepaTak mpeacTaBiIeHo Ha puc. 2.1.

Cnig 3a3Ha4nTH, O CTPYKTYpYy Oyab-skoro [IIHM, sikuii BUKOPHUCTOBYETHCS B
0aratb0X MPAKTHYHUX Tay3sX 1, 30KpeMa, Y BUABIICHHI aTak KibepOe3neKku, MOKHA
pO3MIISiAaTH SIK OpPIEHTOBAHWM rpad 3 CWIBHO 3B'SI3aHUMHU peOpaMH, BepUIMHAMHU
SKOTO € IITy4H1 HeHpoHH. 3a apxiTekTyporo 3B's13kiB [ITHM moskHa 3rpynyBatu y JiBa
kiacu (puc. 2.1): Mepexi mpsMoro MOIUPEHHS, B AKUX Tpadu HE MAIOTh METENb, Ta

€KYPEHTHI Mepexkl, a00 MepPEX1 31 3BBOPOTHUM 3B'I3KOM
PeKyp PEKl, p p
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Neural Network

Feedforward Networks

|
v Y v v

Single-layer Multi-layer Radial basis Neural network with
Perceptron Perceptron function network spacial organization

Recurrent / Feedback Networks

I
v v v Y

Kohonen Self-
Organizing Maps Hopfield Network
(SOM)

Adaplive Resonanse
Theory (ART) Madels

Mixed input neural
networks

bOHs

Pucynoxk 2.1- Knacudikaris apXiTeKTyp MITYYHHX HEHPOHHUX MEPEX IS

BUSIBJIEHHS KiOepaTak[31]

2.3 Heiiponni Mmepe:xi npsaAMoro noumupeHHs

Hefiporni Mepexi mpsSMOTO TOMIUPEHHS CHTHATYy — 1€ KJac IITYYHUX
HEHPOHHUX MEPEX, y KX HEUPOHU 3TPYNOBAHO B MOCIIIOBHI MPOIIAPKH, a 3B’ A3KU
MDK HMMH HaJallITOBAaHO TaKUM YWHOM, IO 1H(OpMAIlS pPyXa€eTbCs B €IUHOMY
HaIpsMKY: BiJ BXIJHOTO MPOILIAPKYy 10 BUXIAHOrO. BXigHU# mpomapok mnpuiimae

30BHINIHI JaH1 (CUTHAJ), MEPETBOPIOE 1X y BHYTPINIHI MPEICTABICHHS U mepenae
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pe3yabTyI0Yi 3HAYCHHS Ha BXOJW HEWPOHIB HACTYIHOTO MPOIIApKy. Y IHUX Mepexax
BIJICYTH1 3BOPOTHI a00 O14HI1 3B’SI3KM MDK HEHPOHAMH BCEPEIMHI OAHOTO MPOIIAPKY
— KOXEH HEWPOH B3a€EMOJIE€ TUTbKH 3 HEHPOHAMH CYCIAHBOTO MOMEPEAHHOrO abo
HACTYMHOTO npormrapky [32,33].

CxoBaHi mpomapkd — Ti, 110 PO3TallOBaHI MDK BXIJTHUM Ta BUXIJTHUM —
BUKOHYIOTh TIOCTIJIOBHE TEPETBOPEHHS CHUTHANy, TIOCTYIIOBO BHOKPEMIIIOIOUYHN
BaXUJIMBI O3HAKM BXIJHUX JAHUX Ta CTBOPIOIOYM JAedail  aOCTpakTHIUII
npencTaBieHHs. KoxkeH HEWpOH CXOBAaHOTO MPOIIAPKy OTPUMYE Ha CBIil BXiJ JIHIIE
CYKYIHICTh Pe3yJbTaTiB poOOTH BCIX HEHMPOHIB MONEPEAHHOrO MPOILIAPKY, a MOTIM,
3aCTOCYBaBIIM BJACHY akKTUBalliiiHy ¢yHKLiO (Hanpukiaa, curMmoiany, ReLU a6o
rinepOoJIIYHUN TaHTEHC), TIepeae cBo€ 3HaueHHs Aaii. Llel mocTynoBuil «BUTUCKY
XapaKTEePUCTUK POOHMTH MEpEeXi MPsIMOr0 TOIIMPEHHS HaI3BHYaiiHO €QEeKTUBHUMU
JUIS 3aBllaHb Kiacudikallii, perpecii, po3mizHaBaHHS 00pa3iB Ta MPOTHO3yBaHHS,
a/PKe BOHU 3[aTHI HABUMUTHCSA CKJIAJHHUM HETHIMHAM 3aJE€KHOCTIM MK BXOJIOM 1
BUXOJIOM.

OcraHHil, BUXigHUN Tpomapok ¢opmye (QiHaATBLHUN pe3yabTaT O0OYUCIICHB:
3HAYECHHS 3 BHUXOJIIB HOTO HEWPOHIB YTBOPIOIOTH 3araJibHUN BUXITHUN CHUTHAN, SIKUMA
MOXKe BiAMOBigaTH Kateropii o6’ekrta (y 3amavax kiacudikarii), Oe3rmepepBHOMY
YUCJIOBOMY TPOTHO3Y (y 3amadax perpecii) abo 3amatu WMOBIpHICHE PO3MOIICHHS
BapiaHTIB piieHHS (MpHW 3acTocyBaHHI codTmakc-akTtuBailii). HeliporHi Mepexi
MPSIMOTO TOUTUPEHHSI MMPOCT1 B apXITEKTypl i HABYAHHI — JIJIsl HANAIMITYBaHHS iXHIX
Bar Ta 3CYyBIB 3a3BHYall BUKOPHUCTOBYIOTH QJITOPUTM 3BOPOTHOIO PO3MOBCIOKEHHS
noxubku (backpropagation) y moegHaHHI 3 METOJIOM T'PAJTIEHTHOTO CIYCKY. 3aBISKH
[[bOMY BOHHM 3HAWIUIM IMUPOKY 3aCTOCOBAHICTh Yy IITYYHOMY IHTEIEKTI — BIJ
00poOKH 300pa)keHb 1 MOBJICHHS J0 (DIHAHCOBOTO MOJICIIOBAHHS Ta MEIHYHOIO

JTiarHo3y
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2.3.1 OagHomapoBuii NepuUENnTPOH

OpHowmapoBuii mepcenTpoH — 1€ HAWNpoCTIIa apXITeKTypa MITY4YHOL
HEHPOHHOI Mepei, L0 CKIAJAEeTbCs BCHOTO 3 OAHOIO (hOPMaIbHOIO HEHpOHA.
He3Bakatoum Ha CBOIO NPOCTOTY, BiH BUKOHYE DPOJb 0a30BOr0 «UETJIMHKU» IS
OUTBII CKJIAJHUX MOJEJEl Ta JIEMOHCTPYE OCHOBHI MPUHLMIHA POOOTH HEHPOHHUX

mepex[33,34,35].

—

¢(+)

Bxig < -0 Buxip,

Pucynok 2.2 - OnnomapoBa HelipornHa Mepexal34]

VY cBoiit poO0TI mepcenTpoH npuiiMae HaOlp BXITHUX CHUTHAJIB, KOXKEH 3 SKUX
MOAU(IKYEThCS  BIATIOBITHOIO «Barom», a TMOTIM KOMOIHAIis I[HUX CHUTHATIB
NPOIYCKAETHCS Yepe3 aKTUBAILIMHY (YHKIIII0. 3alekHOo BiJ KoH(DIryparlii, e Moxe
Oyru moporoBa (yHKIlS (I AUCKPETHOIO IepcentpoHa) abo riaaka (yHKIsA
(mampukinan, curmoinHa). Pe3ynbratoMm poOOTH OZHOTO HEMpOHA BUXOIUTH MPOCTE
pIIICHHS TUITY «Tak/Hi» a00 3HAYCHHS B IHTEPBAI B HYJIS A0 OJAMHHUIII.

HaBuanHs 0HOpiIBHEBOTONEPCENTPOHA BiIOYBAETHCS B ITEPATUBHOMY PEXKUMI:
CIIOYATKY BUIAJKOBUM YMHOM 33JIal0ThCS MIOYATKOBI Bard, Jajii Mepexka MOCIiI0BHO
00po0msie HaBYaNbHI 3pa3Kd 3 BIJIOMOIO BIATIOBINIIO, TIOPIBHIOE CBIM Pe3ynbTar i3
OaxxannMm 1 adjusts (Ha OCHOBI BETMYMHU MOMIJIKH) TMapaMeTpH TakK, 1mo00 3 4acoMm
MIABUAIUTH TOYHICTh Kiacu(ikamii. [leit mporec TpuBae M0OTH, MOKH Mepeka He
HaBUUTHCS MPABWIHHO PO3MI3HABATH yCl MPUKIAAN a00 HE JIOCATHE BCTAHOBJIECHOTO

KPUTEPIIO 3YNUHKHU.
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[cHYIOTH 1Ba OCHOBHI BapiaHTH OJHOLIAPOBOI0 MEPCENTPOHA: TUCKPETHHM, 110
BHUJIa€ 4YITKI Kiacu@ikaiiiiHi pilleHHs, Ta <«JiicHui» (continuous), SIKHM TeHepye
HEMEepepBHI BUXIJAHI 3HAYEHHS 1 MOXE Kpalle MNpauioBaTH 3 HEUYITKUMH YU
NeTali30BaHUMU JaHuUMH. I BHUMNAAKIB, KOJIM HaBYAIbHI JaHl HE € JIHIMHO
pPO3AUIBHUMHM, 3aCTOCOBYIOTh MOJM(IKOBaHI aJIrOpUTMH Ha KIUTAJAT MpaBUIIa
Vigpoy—Xodda: BOHM [103BOJISAIOTH MOCTYNOBO 3MEHINYBaTH KpPOK KOpeKIi M
MIHIMI3yBaTU CEPEJIHbOKBAAPATUYHY TIOMWIKY, IO PO3IIUPIOE 3aCTOCOBHICTH
NepcenTpoHa HaBITh B YMOBAaX «CKJIQJHUX» BUOIPOK.

He3Bakatoun Ha oOMeXeHI MOMKJIMBOCTI OJMHOYHOTO HEWpOHA, KOJIM TakKi
€JIEMEHTH 00’ €IHYIOThCS B MEPEXY, BOHU 3/1aTHI BHUPILIYBATH 3aBJaHHS Habararto
BUIOi ckinagHocTi. OAHOIApOBUN MEPCEnTPOH AEMOHCTPYE (yHIaMeHTa bHI
NPUHIMITN POOOTH IITYYHUX HEUPOHHUX MEPEX Ta CIYTYy€e BIAMPABHOI TOYKOIO JJIS

BUBYCHHS OUTBII TIMOOKUX apXITEKTYP.

2.3.2 baraTtomapoBuii nepuenTpoH

Bararomapouii nepcentpod (MLP) — 11e apxiTekTypa IITYYHHX HEHPOHHHUX
Mepex, sIKa MOETHYE JAeKiIbKa GopMaTbHUX HEHMPOHIB Y CUCTEMY 3 TphoMa 1 OibIe
npomapkamu. Koxen MLP ckmamaerbcs moHaliMeHIe 3 BXIJHOTO IPOIIAPKY,
OJTHOT0 a00 MEKUTbKOX MPUXOBAHMX Ta BUXIAHOTO MpOHIapKiB. BXigHUN mpoiapok
mpuiiMae 30BHINIHI JaHl Ta Mepefae iX Janii, MPUXOBaHI MPOIIAPKH OOPOOISIIOTH
iHbOpMaIlito, BHOKPEMITIOIOYH JIeNalli CKJIATHIII O3HAKH, a BUXIIHHN MpOIIapoK

dopmye ocraTounuit pe3yibTat [37-39].
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Mpuxosanuit

ApOWapoK
BxigHuit
npoLwwapok

BuxiaHun
npoLapox

Bxia Buxig,

Pucynoxk 2.3 — CtpykTypa 0araToriapoBoro nepientponal37]

KoyxeH HEMpOH y MpomapKy OTPUMYE Ha BXiJl 3BaKEHY CYMYy CHUTHAIB B yCiX
HEHWPOHIB TMOMEPEAHLOTO TMPOIIAPKY W MpOomycKae ii yepe3 CBOK AaKTUBAIIMHY
dbynkiito. Hanommpenimi akTuBaiii s MPUXOBAHUX HEUPOHIB — IIe HEJiHINHHI
dbynakmii ReLU, rimepOosiunuii TanreHc ab0 CHIMoOin, IO Jal0Th 3MOTY MeEpexi
BJIOBJIIOBATH CKJIaJHI, HEJIHIWHI 3aJeXHOCTI B AaHuX. [ BUXIZHOTO MPOIIAPKY
BUOIp aKkTHBaIlli 3aJCKUTh BI THUIY 3aBJaHHSA: B 3aJadax Kiacu@ikailii 4acTto
3aCTOCOBYIOTh softmax, a s perpecii — JiHIHHY QYHKIIITO.

Hapuanns MLP 3pilicHIOETBCS 3a JOIMOMOTOI  aJITOPUTMY 3BOPOTHOTO
nomupeHHs: moMmiiku (backpropagation) y moeiHaHHi 3 ONTUMI3aTOPOM (HATIPHUKIA,
CTOXaCTUYHHUM TPAJTIEHTHUM CIIycKoM abo ioro moaudikamismu — Adam, RMSprop
tomro). Ilim "ac koxkHOT iTeparii Mepexa TOpIBHIOE CBiM TependadeHuil BUXIT 3
OaxaHnM, OOYHUCIIOE TPATIEHTH TOMWIKK IO BIIHOIIEHHIO 10 KOXKHOTO BaroBOTO
Koe(dimieHTa Ta KOpHUTye iX Yy HampsIMKy 3MEHIICHHS 3arajibHOi TMOXUOKH.
Perynsapuzamiitni metogu (dropout, L2-mopma, paHHA 3ynuHKA) JOMOMAararoTh
3amo0irTH MepeHaBUYaHHIO 1 MIIBUINUTH y3arajlbHIOBATbHY 37aTHICTH MOJIEIII.

3actocyBaHHsI 0OaratomapoBUX TEPCENTPOHIB HAJA3BUYAWHO Pi3HOMAHITHE: BiJl
pO3IMi3HABAHHS PYKOMHMCHOTO TEKCTy Ta Kiacudikaiii 300paxkeHb 0 MOOYyIOBH
PEKOMEHJATOPHUX CUCTEM 1 NPOTrHO3yBaHHS wvacoBux psaiB. MLP e 06a3oBum

KOMIIOHEHTOM OUIbIIl CKJIAJHUX TJIMOOKUX HEUPOHHUX MEPEX, J€ BIH MOXKE
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BucTynatu sk «muibHui» (fullyconnected) map y mnoegHanHi 3  IHIIUMU

apXITEeKTYpHUMH OJIOKaMHU (3rOPTKOBUMHU IIapaMH, PEKYPEHTHUMH MOYJISIMU TOLIO).
2.3.3 PaniaabHo-0a3uCHI HeilipoMepe:xi

PanianpHo-0a3ucHi Heripomepexxi (PBHM — RadialBasisFunctionNet, RBFN)
Oynau 3amporoHOBaHl Jid ampokcuMmanii (yHkmii OaraThoX 3MIHHMX. Y I
apXITeKTypl MepIIUi (CKPUTHI) MPOIIAPOK CKIATAETHCS 3 HEUPOHIB, SKI pearyroTh
JIOKaJTbHO Ha BXIIHUW BEKTOp, OI[IHIOIOYM BIICTaHb 1O CBOIO IIEHTPY Ta
nmporryckaroun il uepe3 pajianbHO-0a3ucHy (3a3Bu4ail raycoBy) ¢yHkiio. Koxen
TaKUil HEWpPOH ‘“‘CHpalbOBYy€’” JIMINE TOJI, KOJHM BXITHI JIaHI 3HAXOASATHCS TMOOJIHU3Y
oro 1eHTpy, mo pobute PBHM Ham3BuuaitHO 4YyTJIMBUMU [0 JIOKIBHUX
BJIACTUBOCTEH MPOCTOPY O3HAK. BuXim mporo mpoimapky — Halip aKTUBHOCTEH, M0

JEMOHCTPY€E, HACKIILKH KOXKCH IIEHTP BiAMOBiga€ MoTouHOMY Tpukiany [34,40].

c.fx

center x 1

BxinHvi
BEKTOP 7}

CENLET Xz

Buxi aHMiA
NPOLWAapOK

enlt)
BxiqHWi cenler xy,

NpOWAPOK

CxOBaHWA
MpOLWapoK

Pucynoxk 2.4 — CtpykTypa pajiaibHo-0a3ucHOi Mepexi [34]

Hpyruii (BuxigHuii) npomapok ¢GopMye 3BaKEHY JIHIHHY KOMOIHAIIIO IUX
JIOKAIBbHUX PEaKIliid, MePETBOPIOIOYH iX Ha OCTATOYHUHN pe3ylabTaT — KiacudikaIliro
a00 4YKCeNbHY anmpoKCUMaIlilo. 3aBsIKU JIHIMHOCTI ApYyroi cTajii HaBYaHHS JJisl Hel
JOCTaTHHO BUPILIMTU 3BUYANHY 3a/1ady JIIHIMHOI perpecii, ToAl SIK MepHInui KpoK —

pO3TallyBaHHS LIEHTPIB — BUKOHYETHCS 3a JOMOMOI'OK0 METOMAIB KiacTepu3ailii abo
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anroputMmiB Tumy k-means. Taka nBodazoBa cxema (COYaTKy «BUBYAIOTHY» JOKAIbHI
0a3ucu, NoTiM — TJI00aIbH1 Baru) poouts HaBuaHHS PBHM miBuakum 1 CTIKUM.
PBHM € yHiBepcaJIbHUM ampOKCUMATOPOM: 3a JIOCTaTHbOI KIIBKOCTI IIEHTPIB 1
MpaBWIBHO OOpaHOi IMHUPUHU Oa3MCHUX (PYHKIIA MOKHA HAOIM3UTU NPAKTUYHO
Oynb-aKy TaaKy (YHKIII0O 3 JOBUIBHOIO TOYHICTIO. BoaHouac JiokajibHa MpUpoa
00poOKHU 103BOJISIE TOOPE MpaIfOBaTH 3 IIIYMHUMH JaHUMHU Ta aJanTyBaTH MO EIb J10
BUSIBJICHHSI aHOMaJTIi y BUOipIIi.

VY npaktuunux 3actocyBanHsx PBHM ycmiliHO BUKOPHUCTOBYIOTH JIsl perpecii,
kinacudikaiii, MPOrHO3YBAaHHS YacCOBUX pPSJAIB 1 pIlICHHS 3a7a4 ONTUMI3aIlii.
He3Bakatoum Ha BIIHOCHY MpPOCTOTY, BOHM 4YacTO CTalOTh €()EKTUBHOIO
aNbTEPHATUBOI0 KJIACMYHUM OaraToliapoBUM TMEpPCENTpOHaM, OCOOJIMBO KOJHU

noTpiOHO TMIBHUJKE I CTabUIbHE HABUAHHS TP OOMEXKEHHX OOYHCIIIOBATILHUX

pecypcax.

2.3.4 3ropTKOBa HelipOHHA Mepeska

3roptkoBa HedponHa Mepexxka (CNN) — 1e crmemiainizoBaHa apXiTEKTypa
IMITY9HUX HEHUPOHHWX MEpEkK, IMPU3HAYCHA HacaMIlepel [UIsl aBTOMAaTHYHOTO
BUSIBIIEHHS JIOKaJIbHUX O3HAK y IAHUX BUCOKOI BUMIPHOCTI. Y BHYTPIIIHIN CTPYKTYpi
CNN TpagumiiiHo BUAUISIOTh YEPryBaHHS 3TOPTKOBUX 1 MIABUOIPKOBUX MPOIIAPKIB,
3a SIKUMH WIyTh IIUIBHO 3B’s3aH1 MPOIIAPKHU, 110 TEHEPYIOTh ocTaTouHui Buxia. Ilix
yac 3rOPTKH KOXXHHM HEHpOH OOYMCIIOE KOB3HY 3TOPTKY BXIIHOTO CHUTHATYy 3
HA0OpOM HEBENHMKUX snep—hUIbTPiB, HABYAHHS SKHUX JIO3BOJISIE MEPEXKl BHUSBISATH
XapaKTepHI TaTepHHW: Kpai, TEKCTYpH, KOHTYpH YH IHIII JIOKaJIbHI OCOOIMBOCTI.
PesynpTaToM poOOTH 3TOPTKOBOTO TPOIIAPKY CTa€ KapTKa O3HAK, y SKiM KOXKHA
TOYKa BijoOpakae CHITy BUSBJICHOI O3HAKM B MEBHIN JUISHII BXiTHOTO mpocTopy [41-

43].
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Pucynoxk 2.5 — CtpykTypa 3ropTkoBoi HelpoHHOT Mepexi[41]

[Ticnsa 3ropTku ¥Wae eramn miABUOIPKHU (ITYJIIHT), B SIKOMY PO3MIp KapTOK O3HaK
3MEHITYEThCS MUIAXOM arperyBaHHS CYCIAHIX 3HaueHb (HAMPUKIAA, METOJO0M
MaKCUMaJIbHOTO a00 cepenHboro mysiHry). Lle He mnumie 3HMKYyE OOUHCITIOBAIBHI
BUTpaTH Ta 00’€M mam’sATi, a ¥ pPoOUTH MpEeACTaBIICHHS OUIBII 1HBAPIAHTHHUM JIO
HE3HAYHUX 3CYBIB, IIYMY YU MAacIITAOHUX 3MIH 00 ’€KTiB. Y pe3yibTaTi Mepexka
30CEPEeIKYEThCSI HAa HAWOUIBII PEeBAaHTHUX XapaKTEPUCTHKaX, 30epirarouu Mnpu
[IOMY TJI00aIbHY CTPYKTYPY CUTHAIY.

VY KiHII apXITeKTypH HAYTh HIUIBHO 3B’s3aH1 MPOIIAPKH, SKi 30MparoTh yci
BUJIUICHI B TMOMNEPENHIX eTarax O3HAaKH W TpaHCHOpPMYIOThH iX Yy (iHAIBHUN BEKTOP
pe3yiapTaty — WMOBIpHOCTI KiaciB abo Oe3mepepBHI mporHo3u. HaBuaHHS
3MIACHIOETHCS TIi] HATJISAIOM 3a JIOMOMOTOI0 AJITOPUTMY 3BOPOTHOTO MOIIUPEHHS
MOMIWIKH Ta CTOXAaCTHYHHUX OnTuMizaTopiB (Hampukiaa, Adam a6o RMSprop). Ilin
Jac KOXKHOI iTepallii Mepexa 00YnCIIoe MOXUOKY MPOTHO3Y, Mepeae ii Hazaa Kpi3b
yCi TIPOIIapKH 1 KOPUTYe apameTpu (PUIbTPiB 1 3’€THAHD, MO0 MOCTYIIOBO 3MEHIIIUTH
BIIXWJICHHSI MK Tepe10adyBaHuM 1 0aKaHUM Pe3yJTbTaTOM.

3aBAsiKM CBOiM 37aTHOCTI aBTOMATHYHO BUWUTHCSA BUSBIATA OaraTOpiBHEBI
o3Haku, CNN JoMiHYIOTH Yy 3aJadyax KOMII IOTEPHOTO 30py: pO3IMi3HABaHHS
300pakeHb, JETEKIlis 00’ €KTiB, cerMeHTallis. OHaK X 3aCTOCOBYIOTH 1 11032 MEKaMu

00poOKHU 300pakeHb — JIJIsl aHAJTI3Y TEKCTY, KOJIHU 3TOPTKU MPOXOSATh MO BEKTOPHUM
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VSBJIEHHSM CJIIB, Y BII€OAHAJITHULI JIJISl BUTSATYBaHHS IPOCTOPOBO-YACOBUX MAaTEPHIB,
a TakoxX Ui Kiaacugikamii MepexeBoro tpagiky, e 0araToBUMIpHI BEKTOPU O3HAK
TPaKTYIOThCA K “300paykeHHs” MmeBHOro po3mipy. Bonnouac rmu6oki CNN MOXyTh
BUMAaraTd 3HAYHUX OOYHUCIIOBAJIBHUX PECYpPCiB 1 CTpaXJaTH Bl ‘‘3racaHHs
rpajieHTa” y AyXe TIMOOKUX KOH(PIrypamisix, TOMy iX 4YacTo KOMOIHYIOTH 13
peryisipu3aliiHuMi ~ OpUuiioMaMyd  Ta  IHOIMMU  apXITEeKTypHUMH  OJIOKaMH
(peKypeHTHUMU TpolIapKaMu 4u TpaHchopMepaMu) JJisS MOKPAIIEHHS CTIMKOCTI Ta

3IaTHOCT1 MOJIEN1 3aXOIUIFOBATH JOBT1 3aJ€KHOCT] B TaHUX.

2.4 PexkypeHTHI Mepeski, 200 Mepe:xi 3i 3BOPOTHUM 3B'SI3KOM

Hefipomepexi 31 3BOPOTHMMH 3B’SI3KaMU — II€ OCOOJIMBUHN Kjac MTYYHUX
HeHpoMepexk, y sSKuX 1H(Qopwmallis MPOXOJUTh HE TUIBKM B OJHOMY HAIpSIMKY
«BX1T—BHXI», a W TOBEPTAEThCSA HA3aJl, YTBOPIOIOYHM LHMKIIYHI 3B’s3kU. OKpiMm
KJIACUYHUX MPSIMUX 3B’S3KIB, 10 3’ €IHYIOTh HEUPOHU TOCIIIOBHUX MPOIIAPKiB, TaKi
Mepexi MICTATh BHYTPIIIHI TET1: BUX1JT KOKHOTO HEMpOHAa MOYKE HAIXOIUTH Ha3all
Ha WOro >X BJIACHUHM BXin ab0 K Ha BXOJIW HEUPOHIB MOMEPEIHBOTO IMPOIIAPKY.
3aBAsSKM 1IbOMY BOHHM 3JIaTHI 30epiraTu TIONEpedHi cTaH CBoei poboTh 1
aKyMyJIIOBaTH iH(pOpMAIio PO MOoMepeIHI KpoKu obunciacHs [34, 44].

[uxmivaHl 3B’3KH HAJalOTh TAaKUM MEpPEKaM BIIACTHUBICTH «IIaM’sTi»: B KOXEH
MOMEHT Yacy BHXiJl pearye He JIMIlle Ha aKTyaJbHHUW BXil, a i HA KOHTEKCT, IO
chopMoBaHMI MiJ dYac TOMepenHiX oOumcieHb. lle poOWUTh X Haa3BUYAWHO
KOPUCHUMH 11 3aBJaHb OOpPOOKM TIOCIIJIOBHOCTEM — HaOpHWKIad, s
MOJICITIOBAaHHSI YaCOBUX PSJIB, PO3IMi3HABAHHS MOBJIEHHS UM aHANI3y TEKCTY, e
B)KJIMBO BPaXOBYBATH MOPSJIOK 1 TPUBATICTh MOA1H.

VY mupokoMy 3HaYEHHI CIOJM MOXHA BKIIOYUTH K peKypeHTHI mepexi (RNN),
[0 MArOTh MPOCTI IUKIIYHI 3BOPOTHI 3B’SI3KM, TaK 1 CKIQAHINII apXiTeKTypu — 3
nonatkoBumu mapamu nam’sati (LSTM, GRU) abo mepexi T'ondinga, ne Bci
HEUpPOHU 3B’s3aHI MK C00010. 3aBISKU LIOMY TaKi MOJEJNl BUSABISIOTH OUIbIIY

CTIMKICTh 10 IOMUJIOK 1 Kpallly 3JJaTHICTh HABYATUCS HA HECTAOUIbHUX YW HEMOBHUX
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JaHUX, 30epirarouu Npu bOMY JOCTATHIO THYUKICTh JIJIsl afarnTallii 10 pi3HUX THUIIIB

3aBJaHb.

2.4.1 Heiipouna mepe:xa Koxonena SOM

Kapra Koxonena, abo kapra, mo camoopranizyerbcs (SOM — Self-
OrganizingMap), € 0cCOOJMBHUM THIIOM HEHUPOHHOT MEpexi, MPU3HAYEHOI s
KJIacTepu3alii Ta Bi3yasizallii BUCOKOBUMIDHMX JaHHMX. i KII04OBA OCOOIHUBICTS
MOJIsiTa€ B TOMY, 1110 BOHA BUKOHY€E HAaBYaHHS 0€3 yuuresisi, TOOTO 0e3 MonepeaHboro
HaJlaHHS MEPEXl MPaBUILHUX BIAMOBIAEH — 3aMicTh 11boro SOM cama CTpyKTypye
BXIJIHI JIaHl, PO3MIIIYIOUM TOMIOHI 3a XapaKTEPUCTHKAMH BEKTOPU B OJM3bKIN

TOMOJIOTI4HIN o0yacTi BuxigHoro mapy [35,45,46].

X

Pucynok 2.6 — Cxema Heiipomepexi SOM [35]

APpXITEKTYpa MEpPekKi CKIATAETHCS 3 OAHOIIIAPOBOI0 MaCHBY HEHPOHIB, KOJKEH 13
SAKUX Ma€ BEKTOP Bar, 10 BiAMOBIIA€ PO3MIPHOCTI BXiIHOTO mpocTopy. Komu Ha BXin
MepeXi MOTAETbCS HOBUH BEKTOP, MEpeka 0OUMCITIOE BIICTAaHh MK HUM 1 BarOBUMU
BEKTOpaMHU KOKHOTO HEMpOHAa — 3a3BHYail BUKOPUCTOBYETHCS €BKIIIJIOBA METPHKA.
He#ipon i3 HaliMEHIIOI BiIICTaHHIO (TaK 3BaHWM HEHWPOH-TIEPEMOKEIh) 1 HOTo
HAWOMIKYl CyciiM B TOIMOJIOTIYHOMY IO AaKTUBYIOTBCS, TOOTO 1iXHI Baru
OHOBJIIOIOTHCSl B HAIPSMKY HAOJIMKEHHS 0 BXIJIHOIO BEKTOpa. 3 4acoM pO3Mip
IIOTO CYCIZICBKOTO TIOJNSI 3MEHINYETHCS, IO JO3BOJSIE MEPEXi TOCTYIOBO

(doKycyBaTHCs Ha JOKATbHUX CTPYKTYpaxX JaHUX.
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VY pesynbraTi TpHBajoro HaByaHHS kKapta KoxoHeHa (opMye opraHizoBaHy
TOMOJIOTIYHY CTPYKTYPY, A€ KOKE€H HEHPOH “BIANOBINA€” MEBHOMY THUILY BXIIHOIO
naTepHy, a CyClIHI HEMpoHW pearyloTb Ha mnoxAiOHi mnartepHu. lle nae 3mory
BUKopucTtoByBaTd SOM i 3BefieHHS CKJIQAHUX JaHUX 10 IMPOCTOrO0, Bi3yallbHO
IHTEPIPETOBAHOTO MPEACTABICHHS, HAIIPUKJIaA, HAa JBOBUMIpHIN Mari. BaxiuBo, 110
IpU LIbOMY BXIJTHUWA MPOCTIP HE BTpAavyae TOMOJOTTYHOI MOAIOHOCTI: JaH1, OJU3bKI 3a
3MICTOM, 3aJIMIIAIOTHCS OJU3bKUMU M Ha Malll.

Xoua kapta KoxoneHna knacudikye nani, ii kiacudikamisi € yMOBHOIO Ta
IPYHTYEThCSI HAa TOMOJOTIYHOMY 30JIMKEHHI, a HE Ha HasIBHOCTI 3a3Jajerijib
BU3HAUEHUX KjaciB. JlJis HalaHHA (PAKTUYHOIO 3MICTY pe3ysbTaTaMm KiacTepu3arlii
MOKHa 3ICTAaBUTH KOXKHOMY HEUPOHY TOW KJac, JO SKOTO HAJICKHUTh OLIBIIICTH
NPUKIAIIB, sIKI BIH TPEACTaBIs€, TUM CaMUM HAJal0Yd OTPUMAHUM KiacTepam
OCMUCJICHY IHTepIpeTanito. Takuil miaxia oco0auBo epeKTUBHUN y 3a/1auax, e J1aHi
HE MAarOTh YITKOI ampiopHOi CTPYKTYpPH, SIK-OT CErMEHTAIlisl PUHKY, OioiHGOpMaTHKa

a00 aHami3 JaHUX CEHCOPHUX CHCTEM.

2.4.2 Heiiponna Mepe:ka Xondgiiaga

Hetiponna meperxa Xomndinga — e 0auH 13 KIaCUYHUX TPUKIIAJIB peKypeHTHOT
HEHUPOHHOT MEpeXi, sIKa BUKOPUCTOBYETHCS TMEPEBAXKHO JJIsi BHUPIIICHHS 3aaa4
acoriaTuBHOT mamM’aT1i. Taka Mepeka CKIalaeThes 3 (HIKCOBaHOT KiTBKOCTI HEUPOHIB,
KOXEH 3 SKUX OJHOYACHO BHCTYIA€ 1 BXOJOM, 1 BUXOJIOM cucteMu. Bci HeltpoHu
B32€MO3B’s13aH1 MK c00010, TOOTO Mepexa Mae MOBHO3B A3HY CTPYKTYPY, 1€ KOKEH
HEHPOH BIUTMBAE HA KOKEH 1HIMNA. [Ipu 1iboMy 3B’ 3K CHMETPUYHI — CHJIa 3B’ SI3KY
MDK JIBOMa HEHWpOHaMH OJIHAKOBA B OOWJIBI CTOPOHH, a CAMOHAJIAIITOBAaHI 3BOPOTHI

3B’s13KM (B1JI HEHpoHa JIo camoro cede) BincyTHi [35,47].
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Xo

Pucynok 2.6 — CtpykTypHa cxema HeHpoHHOI Mepexi Xomdinaa [35]

CraH Mepexi 3a7Ja€ThCsl BEKTOPOM, 7€ KOXKEH CJIEMEHT — 1€ CTaH OKPEeMOIo

HelpoHa, sIKWW Moke HaOyBaTH JIBOX 3HauyeHb, Hampukiag 1 ado -1 (abo, B 1HIIMX
peamizamisax, 1 1 0). 3miHa cTaHy HelpoHa BiIOYBAa€ThCS BIAMOBIAHO IO 3BaXKEHOT
CyMH CHTHAJIIB BiJl IHIIMX HEHUPOHIB, CKOPUTOBAHOI 30BHIIIHIM BILUTMUBOM. SIKIO Iis
CyMa TIEpEeBUIIy€ MEBHUN MOPIT, HEUPOH AKTUBYETHCA (3MIHIOE CTaH), IHAKIIE —
3aJIMIIAETHCS B TIOTIEPEHHOMY CTaHI.
Mepexa MOXe OHOBJIOBATH CBOi CTaHU K CHHXPOHHO (BC1 HEHPOHM OIHOYACHO),
TaKk 1 aCHHXpPOHHO (M0 dYep3i a00 BUIMAJAKOBO OJHWH 3a OJHUM). Y CHHXPOHHOMY
BUITAJIKy KOKEH KPOK POOOTH MEpexi IOJsrae B MaTPUYHOMY MHOKEHH1 BEKTOpa
CTaHIB Ha MaTPHIIIO Bar 3 JOJIaBaHHSAM 30BHIIITHHOTO BIUIUBY, IICIIS YOTO 10 KOKHOTO
€IEeMEHTY pe3yJbTaTy 3aCTOCOBYEThCS TOPOTOBa akTuBaliitHa (QyHkiis. B
ACHHXPOHHOMY PEXHMI JIMIIIEe OJWH HEWPOH 3MIHIOE CTaH Ha OCHOBI OHOBJICHHUX
JAaHUX Bl IHIIHMX, IO JOJA€ THYYKOCTI Ta CTaOLILHOCTI B TPOIECI MEepexoay A0
OCTAaTOYHOTO CTaHYy.

KirouoBoto ocobnmBicTio Mepeski Xondinga € ii 31aTHICTh 30epiraTi y CBOiM
CTPYKTYp1 TIEBHI BEKTOPH-TIAM SITi, 10 SKUX BOHA TparHe MOBEPHYTHCH y MPOIECI
pobotu. Ile o3Hauae, Mo mpW TOAa4Yl HA BXiM YaCTKOBO CIIOTBOPEHOTO BEKTOPA,
Mepexka "BIIHOBIIOE" HOro 10 HaOIMK4Yoro 30epekeHoro 3paska. Taka moBemiHKa
J03BOJIsSIE BUKOPUCTOBYBATH MOJIEIb Y 3ajlayax po3Mi3HaBaHHs o0pa3iB, omTUMI3allil

Ta aBTOMAaTUYHOTO BIJHOBJECHHS 1HQopmanii. BaxmuBo, mo Mepexa Moxke
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JEMOHCTPYBaTU $IK CTIMKY NOBEIIHKY (JOCATHEHHSI CTaOUIBHOTO CTaHy), TaK 1
LHUKIIYHI KOJMBAaHHS, SKIIO CTPYKTypa 30€peKeHHUX JaHUX cynepedauBa ado

HaJIMIPHO CKJIaJ{HA JIJIsl HASBHO1 KUTBKOCT1 HEHPOHIB.

2.4.3 ART mopeJi

Mopenb anantuBHOI pe3oHaHcHOi Teopii (ART) — 11e ki1ac HEMPOHHUX MEpexK
13 JIBOIIIAPOBOIO CTPYKTYporo (mojie momaHHsi o3Hak F1 1 mone kareropiit F2) ta
MEXaHI3MOM «IUJIbHOCTI» (vigilance), sikuil peryntoe pesoHaHc MK mapamu. ART
HABYAETHCS 0€3 yuuTess, AMHAMIYHO CTBOPIOIOYM HOBI KaTeropii abo KOpUTyrouu
ICHYIOUI Ha OCHOBI TECTy BIAMOBIAHOCTI BXIIHOTO CHUTHAIY JI0 30€peKeHUX
npeacTasiens [48,49].

Enemenrtapui moneni agantuBHOi pe3onaHcHOi Teopili (ART) moOymoBani 3a
CXeMOI 3 JIBOMa B3a€MO3B’S3aHMMHU IIapaMHU Ta CHEHIATbHUM MEXaHI3MOM
yXBaJIeHHs pilieHb. [lepmmii map, BigoMuii sk noJie noganHs o3Hak (F1), y pexumi
IpsIMOTO MPOXOAY Mepeliae BXUIHHM BEKTOp Oe3nocepennbo B map kateropii (F2)
4yepe3 «IOBrOTPUBATY IaM’ SATh» 3HU3Y-BrOpy, a Y 3BOPOTHOMY PEKHMMI1 BUKOHYE POJIb
KoMIIapaTopa, MOpIBHIOYM O4YIKyBaHHS 3 mojsi F2 (3a J0moMorow J0BroTpUBaoi
nam’siTi 3rOpyu-BHHU3) 3 PEaTbHUM BXOJIOM Ta IMEpeAarodyu pe3yibTaT Y OpIEHTYIOUY
mincuctemy. Illap xareropii F2 BiamoBimae 3a BuOIp HaWOLIbLI BigoOpa)karovoi
3aJlaHuii TIPUKIIA] KaTeropii: WOoro HEMPOHU KOHKYPYIOTh y PEKHUMI «IIEPEMONKEIb
Oepe Bce», 1 TOM, IO IMOKAa3ye HAWBHINY aKTHUBHICTh 3a O3HAKOI OJM3BKOCTI 0

BXiI[HOFO BCKTOpPA, BBAKAECTHCA KAHAWAATOM Ha PC30HAHC.
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Pucynoxk 2.7 — EnementapHa Moieb agantuBHOI pe3oHancHOT Teopii (ART) [48]

OpieHTyroua miacucTeMa perysile Tak 3BaHWU «TecT muibHOCTI» (Vigilance),
BU3HAYAIOUM, YU JOCTATHHO OoOpaHa KaTeropis TOYHO BiOOpa’kae€ MOTOYHUM BXIi.
Le#t TecT 3acHOBaHU Ha (YHKIT BIAMOBIAHOCTI (match): sIKIIO CTymiHb MO110HOCTI
NEPEBUINYE TOPIr MHJIBHOCTI, CUCTEMa BXOJMTh Y CTaH PE30HAHCY 1 3M1MCHIOE
aJlanTalio BaroBMX MapaMeTpiB MOTOYHOI KaTeropii, HABYAIOYM MEPEXKY pearyBaTh
Ha MOJiOHI 3pa3ku B MalOyTHhOMY. SIKINO X KpuUTEpid HE BUKOHAHO, IOTOYHA
KaTeropisi TAMYACOBO BIIKIIOYAETHCS, & KOHKYPEHIIIS BUIHOBIIIOETHCS Cepell 1HIIMMX
HelipoHiB F2. V pasi BiICYTHOCTI >KOJHOTO Y3TOJKEHHS MeEpeka CTBOPIOE HOBHI
HEHPOH-KATETOPi0, 3JTaTHUH MPEICTABUTH [IEH TUIT BXIJHOTO CUTHATY.

3apmsku  Takit guHamini ART wmoneni 00’emHytoTh 'y €001 31aTHICTH
CaMOCTIMHO CTPYKTypyBaTH AaHi 0e3 Harisay, MATPUMYBATH HABYAHHS B PEXKUMI
peaJpHOTO Yacy Ta YHUKATH HEOOXITHOCTI 3aJaBaTH Halepe] KUIbKICTh KIIacTepiB.
[TapamMeTrp mNHIIBHOCTI BH3HAYa€ JeTai3allilo KIacTepH3allii: HHU3bKI 3HAYCHHS
CIPHSIIOTh y3araJlbHEHHIO Ta 3JIUTTIO MOAIOHWX TPYI, TOMA1 SIK BHCOKI JO3BOJSIOTH
CTBOPIOBAaTH BY3bKO c(QoOKycoBaHi kareropii. Y pesynbTari elementary ART
JNEMOHCTpPY€E €(EeKTUBHICTh 1 THYYKICTh Yy 3ajayax KiacTtepusallii, po3mi3HaBaHHSI

1aOJIOHIB Ta aJalITUBHOI I1aM’SITl.
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2.5 BucHoBkH 10 po3ainy 2

Le#t po3ain okpecitoe 6a30B1 MOHATTA |IDS Ta 0cHOBHI apXiTEKTypHu HEMPOHHUX
MepexK, 110 3aCTOCOBYIOThCS IS iX peanizaiii: IDS — e cuctemu 115t MOHITOPUHTY
MO 1 BUSBJICHHS 3arpo3, sIKi MOAUISIOTBCS 3a METOJ0M poOoTH (Ha OCHOBI
CUTHATYp, aHoMaiiil, cmemnudikaiiii) ta 3a wmicuem posroptranns (HIDS, NIDS,
riOpuaHi); KOXKHUM MiIX17 Ma€e CBOI CHMJIbHI M clla0Ki CTOPOHU (CUTHATYpHI pIlIEHHS
TOYH1 JIJIi BIIOMUX aTakK, aje He BUSBIISIIOTH HOBI, aHOMaJliiHI — YYTJWBI 10
HEBIOMHUX 3arpo3, NpOTe JalTh OUIbIIE TOMWJIKOBUX CHpallbOBYBaHb). Jlami
po3risiHyTo Kiacudikaimito apxitektyp LLIHM: mepexi npsmoro nomupenns (MLP,
RBFN) six edextuBHi nns kinacudikamii Ta MBUAKOTO HaBYAHHS, 3TOPTKOBI MEPExXi
(CNN) — nns BHIUICHHS JIOKAJIbHUX O3HAK 1 0OAraTOBUMIPHHMX IPEICTaBJICHb,
pekypentHi momenm (RNN, LSTM/GRU) — s po6GoTH 3 MOCIIIOBHOCTSMH, a
TaKOXK cremiagbHi cTpykrypu: SOM jis knactepuzamii Ta Bizyaniizaiii, Mepexi
Xoninma sk acomiatuBHa maMm’saTh 1 ART-mMozeni s aganTHBHOI OHIAMH-
kiacrepusaiiii. HaBegeno ixHi nmpuHOMnmM poOOTH Ta TUIOBI 3acTocyBaHHs B IDS, a
TAaKO)K BKa3aHO Ha OOMEXEHHs — ToTpedy B OOYHCIIOBAIBHUX pecypcax,
HECTaOUIbHICTh HABYaHHS, CKJIQJHICTh HAJIAIITYBaHHS IOPOTIB 1 PHU3HK XHOHHUX
CIpallbOByBaHh — III0 OOTPYHTOBYE TOMYJSIPHICTH TIOpHAHMX 1 aHCaMOJIEBHUX

pIIIeHb TS MIABUINEHHS CTIMKOCTI M MPaKTUYHOT MPUAATHOCTI CHCTEM BHUSBIICHHS.
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PO311J1 3. IOBYJIOBA TA HOPIBHAAHHA E@EKTUBHOCTI
OCHOBHUX BU/IIB HEMPOHHUX MEPEX Y BUSIBJIEHHI KIGEPATAK
HA MIANPUEMCTBAX KPUTHYHOI IHOPACPYKTYPHU B YMOBAX
BOEHHOI'O CTAHY

3.1 Onuc BUKOPHCTOBYBAHOI 023 JaAHUX

Hapuansuuii HaOip nanux KDD cknanaerscsa 3 10% BuxigHoro Habopy AaHUX,
T00TO TpHrbIN3HO 494 020 BEeKTOPIB OJAMHOYHUX 3'€JHAHB, KOXKEH 3 KX MICTUTH 41
O3HAaKy 1 MO3HAYCHUIH OJIHUM KOHKPETHHM THIIOM aTakd, TOOTO ab0 HOpMajbHUM,
abo arakoro. KoxeH BekTOp MO3HAYECHMI SK HOpMaJibHUU ab0 SK araka, 3 TOYHO
OJIHUM KOHKPETHUM THIIOM aTaku. BiIXWIICHHS BiJi «HOPMaJIbHOI IOBEIIHKW», BCE,
10 HE € KHOPMaJIbHUMY, BBAXKA€ThCs aTtakoro. [50] ATaku, Mmo3Ha4yeH1 Sk HOPMaJIbHI,
- 1Ie 3alKiCH 3 HOPMaJbHOIO TOBeAIHKO. HaBuansHuit HaOlp maHuXx MICTUTH 19,69%
HopMmautbHUX 1 80,31% aTtakyrounx 3'eqnanb. KDD CUP 99 6yB HaiOUIBII MIHPOKO
BUKOPUCTAaHUN B arakax Ha Mepexy. 3MOJENbOBaHA aTaka MiANanae Mif OJHY 3
HACTYIIHUX YOTUPHOX KaTeropii [51]:

1. Araka Ha BimMOBY B oOcmyroByBanHi (DOS): V it kaTeropii 3J10BMUCHHUK
POOHTH JesiKi 0OUMCIIFOBANIbHI pecypcH a00 pecypcH mam'siTi 3aHaJTO 3aHATUMH a0o
3aHAATO 3aIIOBHCHUMH i1 OOPOOKHM 3aKOHHUX 3aluTIB, a00 BIAMOBIISE 3aKOHHUM
KOpHcTyBayaM y goctymi o mamuad. Jlo DOS HanexaTs aTaku «neptuney, «backy,
«smurfy, «pody», «land» ta «teardrop.

2. Artaku Ha KopucTyBadiB 70 kopeHeBoi cuctemu (U2R): V miit karteropii
3JIOBMUCHUK TIOYMHAE 3 JOCTYMY 10 3BUYAWHOTO OOJIIKOBOTO 3aMHCy KOPHCTyBada B
CUCTEMI 1 MOKE€ BUKOPHUCTATH TMEBHY BPA3JIUBICTH JJIsI OTPUMAHHS root-I0CTymy 0
cuctemu. U2R wmictuts ataku: 'buffer overflow', 'loadmodule’, 'rootkit' Ta 'perl'.

3. Bignanena nmokanpHa artaka (R2L): ¥V it kareropii 3MOBMHUCHHUK HAJICHIIAE
MaKeTH Ha KOMII'IOTEp 4Yepe3 MEPEXKy, ajie He Mae OOIIKOBOTO 3amuCy Ha I[bOMY

KOMI'IOTEpP1, 1 BAKOPUCTOBYE MEBHY BPa3JUBICTh, 100 OTPUMATH JOKAJIBHUNU JOCTYII
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K KOpUCTyBau Lboro kommn'torepa. Jlo R2L nanexars araku 'warezclient', 'multihop’,
‘ftp_write', 'imap’, 'guess_passwd', 'warezmaster', 'spy' Ta 'phf.

4. Artaka 3ounyBanHd (PROBE): V miil xareropii 370BMUCHUK HaMaraeThCs
310paTu 1H(GOpMAIIIIO PO MEPEKY KOMI'IOTEPIB 3 IBHOIO METOI0 001iTH ii 3axuct. 1o
PROBE nanexats aTaku: «portsweepy», «satan», «nmapy Ta «ipsweep.

OCHOBHMMU 3aBJaHHSIMH, SIKI BUKOHYE BUSIBJICHHS MEPEKEBUX BTOPTHEHb, €
pO3IMi3HABaHHS PiIKICHUX TUMIB atak, Takux sk U2R 1 R2L, migBuiieHHs TOYHOCTI
BUSIBJICHHSI TMIJ03p1I01 aKTUBHOCTI Ta MIiABUIICHHS e€()EKTUBHOCTI Mojenen
BUSIBJICHHSI BTOPTHEHb y peaibHOMY 4Yaci. HaBuanbHuil HaOlp qaHux ckiaaascs 3 494
019 3anucis, cepen saxux 97 277 (19,69%) 6ynu «HopmaasHuMmuy, 391 458 (79,24%)
DOS, 4 107 (0,83%) Probe, 1 126 (0,23%) R2L 1 52 (0,01%) U2R-ataku. Koxen
3anuc Mae 41 atpubyT, 110 OMKCYE Pi3HI OCOOJMBOCTI, 1 MITKY, IO BITHOCUTH HOTO

A0 THUITY «aTaKa» abo ((HOpM&HBHHﬁ)).

3.2 Bubip Ta modyaoBa apXiTeKTyp HelipOHHMX Mepex

Y mporeci JOCHUDKEHHS JUIsi MOJCIIOBaHHS Ta TMOJAIBIIOr0 aHaTi3y
e(DeKTUBHOCT] y BHUABJICHHI Kibepartak Oyio BiAiOpaHO KigbKa PI3HUX MiAXOMIIB IO
noOy0Bu HeWpoHHUX Mepex. Cepeln HUX PO3TIAIAIUCS KIaCH4HI OaraTomrapoBi
HEPCENTPOHHM, IO TPAAMIIIHHO 3aCTOCOBYIOThCS IS 3a7ad KiacuQikarii; 3ropTKoBi
HEHPOHHI Mepexi, sSKi A00pe MpaIioloTh 3 MOCHIIOBHUMH Ta CTPYKTYpOBaHUMU
JAaHUMU; caMoopraHizoBaHi kapTu KoxoHeHa, IO HajeXaTh 10 HECYNEpBi3iHHUX
METO/IB Ta JO3BOJISIIOTh BUKOHYBAaTH KJIACTEPH3AIlil0 1 Bi3yalli3aiiio CKIagHUX
JTaHWX; acolliaTMBHA Mepeka Xomdiiamga, sika IMITye MEXaHI3MH IaM ATi Ta 37aTHa
BIIHOBIIFOBAaTH 3pa3KH 3a YAaCTKOBUMH BXIJHHMH JaHUMH; a TaKOXX TiOpuHi
apXITEKTYpH, 10 MOEIHYIOTh BIACTUBOCTI KUTBKOX MIAXOIB 3 METOIO JOCSITHECHHS
Oinpm 30aMaHCOBAHOT MPOJYKTUBHOCTI Y BUSBIICHHI SIK MAacCOBHX, TaK 1 PIAKICHUX
TAMIB aTak. Takuii BHOIp MojeNed J03BOJIMB KOMIUIEKCHO OI[IHUTH MO>KJIHBOCTI
PI3HUX MapaJurM HEUPOHHUX MEPEkK Y KOHTEKCTI 3aJ1au KiOep3axucTy.

bararomaposuii nepcentpon (MLP)
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[lepmia Mozenb € KJIaCHYHUM  0araromiapoBUM — MEPCENTPOHOM A
MyJIbTUKIAcOBOI kiacugikanii. Ha BXig NOJaeThCs BEKTOpP O3HAK, LIO0 OMHUCYE
MepexeBUil Tpadik (YMCIOBI ¥ 3ako/0BaHI KaTeropidHi atpuOyTu), 1 KiHIEBUM
pe3yabTaT — II€ MPUHATIC)KHICTh MPUKIAAY 10 OJHOTO 3 I’ SITH KJIACiB: YOTUPH THIIH
aTak 1 HOpMajbHa MOBEAIHKA. APXITEKTYPHO Mepexa CKIAAAEThCs 3 MOCTIAOBHOCTI
TPbOX MPUXOBAHMUX LIAPIB, KOKEH 3 SKUX 3J1MCHIOE aiHHE MEPETBOPEHHS BEKTOpa
(/riHiiHA KOMIIO3MIiSE Bar 1 3CYBIB) 1 3aCTOCOBYE JI0 pPE3yJNbTAaTy EJIEMEHTHY
HEeNHINHICTh. DOpMabHO /i OJHOTO MIAPY 3aUCY€EThCA SIK JIIHIITHE MepeTBOPEHHS

z=Wx+b,(3.1)

1ie X — BX1AHUHN BEKTODp mapy, W — matpuiis Bar, b — BEKTOp 3MIIIEHb; MOTIM
70 Z 3aCTOCOBYEThCS HEINiHINHHICTB, y Bursiai (yskmii Rectified Linear Unit:
RelLU(z) = max(0, z). Taka komOinamis (JiniiiHa onepauis + ReLU) noBToproeTbes
TPUPA30BO, IO Ja€ MOJIENl MOXKJIUBICTh MOOYAYBaTH 1€papxit0 O3HAK: MEPIIi IIapu
BIJICWJIAIOTH JI0 CYKYIMMHOCTEH MPOCTUX IMO€AHAHb MOYATKOBUX aTpUOYTIB, ceperHii
map — J0 CKJIQIHImMMX aOCTpakiliif, a OCTaHHIM mNpuxoBaHuil 1map Gopmye
KOMIIAKTHUM TIPEICTABHUK, SIKAW CIY’)KUTh BXOJIOM ISl (PIHAILHOTO BIAOOpakKeHHS Y
IIPOCTIp KJIACIB.

BuxinHa dYacTMHa ~ MepeXi  MEPETBOPIOE  MPEJACTABICHHS  OCTaHHBOTO
MPUXOBAHOTO IIapy B I’ SITAKOMIIOHEHTHHH BEKTOp, KOXHA KOOpAWHATA SIKOTO
IHTEPIPETYEThCS K Mipa HAJIEKHOCTI JO BIANOBITHOTO Kiacy. Ha 1o
I’ ITUKOMIIOHEHTHY ~ BEJIMYMHY HAKJIQJAa€TbCsd CUTMOIAHA Jis IS KOXKHOI

KOOPJIMHATH:

1
1+e=5

o(s) = 3.2)
0 00MeXXye 3HaYeHHS MK HyJIeM 1 OMMHUICI0. J[JIT MPUAHATTS OCTATOYHOTO
KJIACOBOTO PIIIEHHS 3aCTOCOBYETHCS OTeEpallis BHOOPY I1HIEKCY 3 MaKCHUMAaJIbHOIO
BHUXIJTHOIO KOOPAWHATOIO, TOOTO ¢ = arg maxjflj. s xoMOiHAIisA TO3BOJISE MOJEII

BHIaBaTH KOHKYPEHTHI1 OI[IHKH JIJIsl BCIX I’ SITH HAMpsIMIiB OJTHOYACHO 1 MOTIM 00MpaTH

HaWIMOBIPHIIIUHN KJIac [t KOHKPETHOTO 3pa3Ka.
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10 00OMEXYy€e 3HAUEHHS MK HyJeM 1 oguHuUero. [ npuiHATTS 0CTaTOYHOIO
KJIACOBOT'O PIILIEHHS 3aCTOCOBYETHCS oOIepallis BUOOPY I1HIEKCY 3 MaKCHUMAaJIbHOIO
BHXIJIHOIO KOOpIMHATOI, TOOTO ¢ = argmax;y; Lla xomOinauia nosposuse monemi
BUJIaBaTH KOHKYPEHTHI OI[IHKH JIJIsl BCIX I’ SITU HAIPSIMIB OJTHOYACHO 1 MOTIM 00MpaTu
HaWIMOBIPHIIIUHN KJIac JIJIi KOHKPETHOTO 3pa3Ka.

[ligroroBka MITOK 3IIHCHIOETHCS y (opmar one-hot: KoKeH MNpuUKIag Mae
OlHApHUN BEKTOp JOBXKUHHU IT’STh 13 OJMHUIICIO HA MO3UIlIT ICTUHHOTO KJacy. Takuii
dopMar y3roKyeTbcs 3 BHUXIIHUM ITITUKOMIIOHEHTHUM BEKTOPOM MOJEi i
JI03BOJISIE  BEJIMUMHAM  BIJOOpakaTu IMOBIPHICHI a00 «IHTEHCHUBHI»  OI[IHKH
HanexxHocTl. [lpy HaBYaHHI MIHIMI3YETHCS CEPEAHBOKBAJAPATUYHA TMOMMIKA MK
NPOTHO30M MeEpexi i one-hot BEKTOPOM; BOHAa BHPAXAEThCS SIK CEPEIHE 3HAUCHHS
KBaIPaTiB BIIXUJIEHb KOMIIOHCHTIB.

[Ilomo pekumy HaBUaHHS: MOJIENIb MPOXOJWTH Yepe3 O0arato ernox oOpoOKu
HaOOpy HaBYAJIBHMX TMPUKIAIIB; TEpell KOXHOI €NoXOl TMOPSAOK MPHUKIaIiB
NEepEeMIITyeThCSI, @ HaBUaHHs Hae Oaruamu ¢ikcoBaHOTro posmipy. Ilicis koxxHOI
eMOXHM TPOBOAUTHCA HE3ajekHa OIliHKAa BeJIMYMHM (QYHKIT BTpAT Ha BUIUICHIN
TECTOBIM MIAMHOXHWHI, 1 CTaH MEpPEXi 3 HAWMEHIIUM 3HAYCHHSAM I[I€] METPUKH
30epiraeThes sIK HAMKpaIuii — TaKUM 9YMHOM y (p1HAJII BHUKOPUCTOBYIOTh ITapaMeTpH,
K1 TIOKa3aJIM HaWKpaIll 30BHIIIHI pe3yiabTaTh Ha TecTi. lleit mMexaHI3M N03BOJISIE
3MEHIIUTH  WMOBIPHICTh  BUOOPY  MEperpykeHoi  Mojelli 3  TOTraHoHo
y3arajJbHIOBaHICTIO.

OriHtoBaHHS MOJIENl B KiHII €KCTIEPUMEHTY 3MIIHCHIOETHCS JBOMA TOJIOBHUMU
crioco0amMu: OOYHCIIEHHSIM 3arajibHOi YaCTKU MPAaBUIBHUX MEpPe0avYeHb MO0 BCHOMY
Ha0Opy MaHWX 1 PO3KJIQJAaHHSAM ITi€i OIMIHKMA 10 KJlacax JJIsd aHaji3y CHIBHHUX 1
Ca0KuX HANpSAMKiB. Y MIJICYMKY MOJENb Ja€ JIsg KOXKHOTO BXITHOTO 3paska
YHUCIIOBUN BEKTOP «CXWJIBHOCTEW» M0 KOXKHOTO 3 II'SITH KJIACiB; TOTIM 3 IIHOTO
BEKTOpa (POPMYETHCS OCTATOYHE KIIACOBE DIIMICHHS Yepe3 BHOIp MaKCHMAaJIbHOI
KOOPJIMHATH.

Self-Organizing Map (SOM)
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s monmens — camopranizyrodacsi kapta Koxonena (SOM), sxa neperBoproe
0araToBUMIpHI BEKTOPU O3HAK MEPEKEBOro Tpadiky y BIOPSAIKOBAHY JBOBUMIPHY
TOMNOJIOrI0 HEeWpoHiB. KoXKeH HEWpOH KAapTH Mae€ BIACHUN BEKTOp Bar TI€i camoi
PO3MIPHOCTI, IO W BXIJAHI BEKTOPH, 1 KapTa CIYXKUTb MPOCTOPOBUM 1HIEKCOM IS
KJIacTepiB moaiOHuX 3paskiB. Ha mpaktuiil 1mie o3Hayae, mo SOM He HaByYaeThCA
0e3Mmocepe/lHb0  PO3MI3HABAHHIO MITOK, a (opMye HempsiMe, TPOEKTUBHE
BiI0OOpaXeHHsI MPOCTOPY O3HAK y JIBOBUMIPHY PEIIITKY TaKUM YMHOM, LI00 CXOXKI
BEKTOpHU 3aliMaliy CyCiJiH1 HEUPOHH, a BIIMIHHI — BiJIJIaJICHI.

[TouaTtkoBuil eran poOOTH Mepexi — MMOoOyJoBa TOMOJNOrIi 1 IHIIIaTi3aLis
BaroBUX BEKTOPIB HEWPOHIB. Y Mpolecl HaBYAHHS JJisi KOXHOTO BHIIAJKOBOTO
BXIJIHOTO BEKTOpa CIOYAaTKy 3HAXOAMThCS HaMOUIbIn Onu3bkuil Helipon — Best
Matching Unit (BMU). ®opmanbHO 1ie¢ 3amuCyeThbesi K BHOIp 1HACKCY C, IO

MIHIMI3y€ €BKJI1IOBY BIJICTAHb MK BXITHUM BEKTOPOM X 1 BATOBUMHU BEKTOpaMU W; !
c=arg m_in||x — wi|| .(3.3)
l

ITicas BusHauends BMU 3a1iCHIOETHCS OHOBJIEHHS Bar HE JIUIIE CaMoOro
MEePEMOKHOTO HEHpOoHa, a W MOro CcycijiB y TOIMOJOTIYHOMY IIPOCTOPI KapTH.
OHOBJICHHSI BATOBOT'O BEKTOpa HEHPOHA [ Y MOMEHT 4acy t 3aMUCY€EThCS Y BUTIISAII:

wi(t +1) = wi(6) + a(Ohe () (x () — wi(®)), (3.4)

ne a(t) — KpOK HaBYAHHSA, IO 3MEHIIYEThCSA 3 4acoM, a h.;(t) — QyHKuis
cyciacTBa (HampuKiIal, TrayccCiBChbKa), sKa 3ada€ iHTCHCHBHICTH BBy BMU Ha
CYCiJTHI HEUPOHHM 1 TEX 3 4acoM 3BY)KyeThcs. L mokanbHa ananraiis 3abe3nevye, Mo
KapTa 3 YacoM HaOyBae€ TJIAIKOi TOIMOJOTIi: BaroBl BEKTOPH CYCIAHIX HEWPOHIB
CTalOTh TMOMIOHMMHM, a BIIICTaHI MK TpylaMH HEWPOHIB BimoOpa)xaroTh JOKaIbHI
MEePEXOIH Y TOYaTKOBOMY ITPOCTOP1 O3HAK.

VY pesynbrati HaBuaHHs SOM CTBOpIOE NBOBHMIPHHM TPOCTIp, 1€ KOXKHUU
HEHPOH BIZIMOBIIa€ CBOEMY «IIEHTPY» KiacTepy o3Hak. [|yist BizyanpHOT iHTEpIIpeTAallii
SKOCTI HaBYaHHS 3a3BUYail BUKOPHUCTOBYIOTH U-MaTpuil0 — KapTy MDKHEUPOHHUX
BiICTaHEH, fKa JEMOHCTPYE KOPJOHM MDK KJacTepaMu y BUIJsAA1I oOjactei 3

MIJABUINIEHUMHU BiacTaHamu. Ha Takiii matpuii rimOOKi «KaHaBKHW» abo0 BY3JU 3
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BEJIMKUMH 3HAYEHHSIMU BiICTaHEW BKa3ylOTh Ha PO3JAUIbHI IPYIH, TOA1 SIK PIBHOMIPHI
MalJll BiICTaH1 CBiI4aTh MPO TOMOTE€HHY 00JIaCTh KapTH.

O1uiHIOBaHHS SIKOCTI POOOTH B KOHTEKCT1 BUSIBJICHHS KiOepaTak BeJIEThCS JBOMA
PIBHSAMM: MO-TIEepIle, POOUTHCSA KUIbKICHA OI[IHKa TOYHOCTI HA TECTOBIN MIAMHOXKHHI
— YacTKa BUIAJIKIB, KoJiu gomiHaHTHA MiTka BMU 36iraerscs 3 (paktuuHoro; mo-
Apyre, TMPOBOAMTHCS NETATbHUN aHaNi3 MO Kiacax, 3ae0unbmoro y ursiai recall
(BiHOIICHHST TPAaBUJIBHO KJIACU(IKOBAHMX IPUKIAIB KIAcy JO YCi€l KUIBKOCTI
NpUKIAAiB 1[bOTO Kiacy). Taka geramizailis KpUTHYHA JIJIs CLIEHAPIiB KiOepOe3eKkH,
aJpKe B HIM Ba)kKJIMB1 HE TUIBKHU 3arajbHI BIJCOTKH, a M 34aTHICTh MOJEJI BUSBIATH
PIAKICHI, ajle KpUTUYHI TUITH aTakK.

Mepexa Xondinga

Tpetst moziens — kilacuuHa Mepexa Xondiiaa, 3aCTOCOBAHA y BHUTJISAII HA00pyY
acoIlaTUBHUX MMaM’sATed Mo Kiacax: JJIs KokHOro kiacy (normal, dos, r2l, u2r,
probe) OyayeTbes BIaCHA BaroBa MATPHIl, M0 KOJyE HAOIp OIMOJIPHUX IIa0JIOHIB.
BXxizmH1 BeKTOpH MEpea Mojaucio B MEPEXy NEPETBOPIOIOTHCS B JIBIHKOBE OIMOJISIpHE
npenctasieHus {—1,+1} (B upoMy BUIMAAKy — Yepe3 MOOIHApU3AIII0 MO MejiaHi
KOXXHOTO CTOBIILA), MICJS YOTO KOXKEH KJIac IHTEPIPETYEThCSA SIK MHOXXHHA TATCPHIB
y TPOCTOpl TaKWUX OIMOMIpHUX BekTopiB. HaBuyaHHS KOXHOI OKpeMoOi Mepexi
peai3yeTbes 3a KJIAaCHYHOI MpaBUiioM Xeb60a: BaroBa MaTpuilsl Kiacy (GpopMyeTbes
SK CEPEJHE 30BHIMIHIX AOOYTKIB IIabJOHIB IIbOTO Kiacy (MpU IIbOMY Ha JiarOHAJb
CTaBUTHCA HYyJIb, 100 YHUKHYTH caMO3B’s3Ky). DopmanbHo, sAKmo P =
(pW,...,pM} — muOXMHA GimomspHUX maTepHiB oaHOro Kiacy (koxen p®) €
{—1,1}N ), TO BaroBa MaTPHIIA IIbOTO KJIACY OOYHUCITFOETHCS SIK

W= %Z’,?:lp(k)(p(k))-r, 3 ymMmoBoo Wj; = 0Vi. (3.5)

Iz matpums 30epirae Kopensiii MDK OiTaMu TMaTepHIB KIACcy 1 CIYKHUTh
OCHOBOIO JIJIs1 aCOIIaTUBHOTO BITHOBIICHHS.

[Ipouenypa BigHoBIeHHs (recall) anst  [MOBUIBHOrO  BXIJHOTO  BEKTOpa
MOYMHAETHCA 3 iHimiamizaiii crany s(0) piBHUM OiHApHU30BAaHOMY BXIITHOMY BEKTODY.

Jlani mpoBOAUTHCA KlIbKa KPOKIB ITEPalliiHOrO OHOBJICHHS, Y SIKMX KOXEH HEHWpOH
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3MIHIOE CBId CTaH 3a MPABUJIOM Y3JIOBXKHIOBAHOTO JIOKaJlbHOro mojs. Ilpu
ACMHXPOHHOMY OHOBJICHH1 OJJMHUYHUMN HEHPOH [ OHOBIIOETHCSA 3a (HOPMYJIIOIO:
si(t +1) = sign(T; W;;S;(1)), (3.6)
ne sign(u) = +1saxkmou = 0,7 — 1 iHakmie. OHOBIEHHS IPOBOAATHCS B
BUIIaJIKOBOMY MOPSIIKY 1HAEKCIB 1 TOBTOPIOIOTHCS 3aJaHy KUIBKICTh KPOKIB — II€
JI03BOJISIE CHCTEMi €BOJIOIIIOHYBAaTH JI0 OJIHOTO 3 TPUTATYBadiB (aTpakTopis)
JUHAMIKH, SIKUMU Y BHUIIQJIKy CUMETPUYHOT MATpHIll Bar € cTaOUIbHI CTaHU MEPExi.

Enepriitna ¢yHkIis, Ky 3MeHIIIYe OA10HA JUHAMIKA, 3aIHUCYEThCS SIK:
E(s) = —%STWS, (3.7)

1 cnaj 1€l BeJIMYMHHU TapaHTye 30DKHICTb MOCHIJIOBHOCTI CTaHIB MEpexi J0
JIOKAJbHOTO MIHIMYMY €HEprii.

V 3ajmaui knacugikaiii, Koau s KOXKHOTo Knacy € cost Marpuus W), mnsa
3aJ1aHOTO BXIJHOTO BEKTOpa 3alyCKalOTh MPOIEC BIIHOBJICHHS Ha KOKHOMY KJaci
OKPEeMO i BHMIpIOIOTb, HACKUIBKH BimHoBIeHHt cran s(© BinpisHseTbcs Bix
MOYaTKOBOTO BekTopa. Kputepiem OnM3bKOCTI B jJaHiil peamizamii € XeMMIHroBa
BIICTAHh MDK MOYAaTKOBUM 1 BIJHOBJIICHHM OIMOJSPHUM BEKTOPOM, SKY MOXHA
3aMucaT Yepe3 CKaIsIpHUi 100y TOK:

dy(x,s) = Tl 100 # 53 = ; (N = x7s). (3.8)

Kiac mporHo3yerbesi sIK TOW, JJIsI SIKOTO BITHOBJICHUM CTaH Ma€ MiHIMalbHY
XeMMIHTOBY BIZICTaHb BiJ] TTOYATKOBOTO BEKTOpa. SIKIIO JesKi BY3JIM MEpexi He
HaBYeHI (He MaroTh npukiaaiB) i BMU-jorika He 3aCTOCOBYEThCS, BAKOPUCTOBYIOTh
3armacHy CTPATeril0 — MOBEPHEHHS HAYACTIIIOTO KJIacy Y TPEHYBaJbHOMY Ha0OPI.

OcoOnuBICTh MIAX0Qy — KOXKEH KJIac peanidye BIAcCHY acOIllaTUBHY IaM SATb,
TOOTO MoOzenb 30epirae KOpemsiiiHI PUCYHKH, MPUTAMaHHI KOHKPETHOMY THITY
noBeAiHKA Mepexi. Lle mepeTrBoproe 3amauy kinacudikailii Ha TOPIBHSIHHSI MK THM,
AK  «qo0pe» KOKHa KIacTep-TiamM’ siTh MOK€ BITHOBUTH BXIJHWUH TaTepH. 3
MPAaKTUYHOI TOYKH 30pYy [JIsl MOOYIOBH TaKUX MATPHUIlb 3aCTOCOBYEThCA MIiAOIp
MIIMHOKWHU TPEHYBAJIbHUX MPUKIAAIB (HAPUKIIAJI, OOMEXKEHHS KIIbKOCTI «normaly

MPUKIIAJIB O MEBHOI BEJIMYMHU W 3aJIydEHHS BCIX JOCTYMHHX aTak), MICJIS 4Oro
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KOXXHAa MAaTpHIsl HOPMYETHbCS TOJUIOM Ha KUIBKICTh BKJIAJEHUX IATEpHIB, a
JiaroHajabH1 €JI€MEHTH 3aHYJISIOTHCS.

OniHka e()eKTUBHOCTI Yy paMKax €KCHEPUMEHTY NPOBOIAUTHCS CTaHAAPTHUMU
MeTpuKaMu Kiacudikauii: ans atak (kiacu 1..4) OyayroTbCs MaTpHIls IUTyTaHUHU U
oOuucmoeTbesl recall Mo KoOXHOMY Kilacy sSIK BIJHOIICHHS ICTMHHO MMO3UTHUBHHX
BIIKJIQJ€Hh JO 3arajbHoi KUIBKOCTI TMPHUKIAAIB I[Or0 KJIacy; JOJaTKOBO
MipaxoBY€eTbCsl 3arajbHa TOYHICTH TO BChOMY JaTaceTy 1 TOYHICTh, OOMEKEHa
TUTbKA HaOopoMm aTtak. Taka METOJMKa JIO3BOJIAE€ KUTBKICHO BU3HAYHMTH, HACKUIBKH
kokHa kiacoBa Hopfield-matpuus mae mputsrysaui, mo BiINOBILAAIOTh peabHUM
3pa3kaM aTak abo HOpMaJIbHOTO Tpadiky.

VY miacymky peanmizauig Xonduiga B Il CHCTEMI BHUCTYIae sSiK Halip Kiac-
crenupiyHUX acoIliaTUBHUX CXOBHII: IS KOXXHOTO HOBOT'O BXIJIHOT'O MPHUKIATY
MPOBOJIUTHCS  MPOIEC  ACOI[IaTUBHOTO  BUIHOBJICHHS HA  KOXHIM  mam’sTi,
00UYHCITIOIOTHCST BIICTaHI MK BITHOBJIEHMMH W MOYATKOBUM CTaHOM, 1 OOHMpa€eThCs
KJ1aC 3 HaWMEHIIIOK HEBIIITOBIIHICTIO.

3roprtkoBa HeiiponHa Mepeska (CNN)

3ropTkoBa HEMpPOHHA Mepeka, NMpU3HAYCHA JJIsi IEPETBOPEHHS BEKTOpa O3HAK
MepexeBoro Tpadiky y HaOIip YHUCIOBUX OIIIHOK HAJEKHOCTI JIO II'SITH KiaciB
(normal, dos, 121, u2r, probe). BxigHi mpuKIagd TPEACTABICHI SK OTHOMIPHI
MIOCJTITIOBHOCT1 O3HAK: KOXKEH 3pPa30K CIPUMMAETHCSA SK CUTHAJ 3 OJHUM KaHAJIOM 1
(1KCOBaHOIO JTOBKUHOIO, 10 POOUTH MOYKJIMBUM 3aCTOCYBAaHHS OIEpalliid 3rOPTKHU IO
BUMIpi o3HaK. [lepeTBOpeHHs KaTErOpiHUX TOJIB Yy 4YuciaoBUil dopmar i
MPEICTAaBICHHS MITOK y BUTJISIII one-hot BEKTOPiB POPMYIOTH MIATPYHTS I poOOTH
Mepexi 3 TAOIMIHUMU JaHUMU.

Bunginena exkcrpakimiiiHa 9acTHHA CKJIQJa€ThCSA 3 JIBOX IIOCHIJIOBHHX OJIOKiB
3roptok. KoskeH OnOK 3MIMCHIOE JOKAIBHUN (TP MO CYCIMHIX O3HaKaxX (Maiuid
po3Mip sipa), 3a SKUM CJiAye HEliHiiHa TpaHchopMarlis Ta omeparisi 3MEHIIECHHS
po3mipHocTi (mymiHr). @opmanbHO oneparlist 3roptku 1D Han curaamom x[t] 3 ssapom

k[7] 3anucyerbes sK:

(v *0)[t] = Lo k[r] x[t — 7], (3.9)
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1 Jlae 3MOry BHSBJISTH JIOKAJIbHI B3a€MO3B’SI3KM MDK CYCIAHIMU O3HAKaMH.
Heniniiinicte y Onokax peanizoBaHa uepe3 enemeHTHY Rectified Linear Unit, sika
MPOITYCKAa€ TO3UTUBHI KOMIIOHEHTH 1 OOHYJsl€ HEraTHWBHI, IO JO03BOJIIE MEPEXi
OynyBaTh CKJIQAHINII O3HAKM 3 TMPOCTUX JIOKaNbHUX Ma0noHiB. Ilicms KoxkKHOI
3TOPTKM  3aCTOCOBYEThCA  CcyOauckpeTusaiiss (max-pooling) 3  ¢dikcoBaHuM
CHIBBIIHOUIEHHSIM, $IKa 3MEHIIY€ JIOBXKMHY CUTHala BJIBiYl; JBIYl 3aCTOCOBaHHUI
MYJTiHT TPU3BOIUTH JI0 CKOPOYEHHS MPOCTOPOBOTO PO3MIpYy B YOTHUPH DPa3H Bif
MOYATKOBOI KIJTBKOCTI O3HAK, i TUM CaMHM TIEPEBOJUTH JIOKAJIbHI JIECKPUIITOPH Y
KOMITAKTHUM HAO1p O3HAK.

[Ticns 6510Ky 3ropTOK OTpUMaHe O0araToKaHalbHE MPEICTABICHHS 3T KYEThCS
B OJIMH BEKTOpP 4Yepe3 omepailiro (GIaeTTeHy, Mmicis 4oro BCTYIAE B [0 MOBHO3B sI3HA
«ronmoBay». Llg dacTMHA CKIQmaeThCs 3  [IOHAWMEHIIE OJHOTO JIHIHHOTO
NIEPETBOPEHHS, €JIEMEHTHOT HEJIHIMHOCTI, HWMOBIpHICHOTO 3MEHILICHHS
B3a€MO3B’SI3HOCTI Yepe3 JpomnayT, 1 (HIHATBHOTO JIHIHHOTO BiZOOpaXE€HHS B MPOCTIP
II'ATA BUXIAHUX BeauuuH. JliHIHE TIepeTBOPEHHS B 3arajJbHOMY BUIJIAII
3anucyeTbesl Kk z = Wx + b, ne W — matpuns Bar, b — BEKTOp 3CYBIB; Take
NIEPETBOPCHHS CIYXHUTh JJIsi KOMOIHYBaHHS JIOKQJIBHUX O3HAaK Yy TJI00abHI
IpeACTaBICHHS, PEJIEBAHTHI JJISI pO3MI3HABAHHS THIIIB aTak.

diHadpHUKM Iap BUJAE JIOTITH — HEOOpOOJeHI CKaIspHI 3HAYCHHS HA I'STh
BUXx0/1B. J[J1s moOy10BM IMOBIPHICHUX IHTEpIIPETAIliid TOBEPX JIOTITIB 3aCTOCOBYIOTh
CUTMOITHY TpaHchOpMaIlil0 MOEIEMEHTHO; MiJ YaC HAaBYAHHS BHKOPUCTOBYETHCS
OiHapHa KpoC-€HTpOMiiiHA (YHKI[IS BTpAT 13 BOYIOBAHOIO CTAOUII3AIlIEI0 apTyMEHTIB
(BCEWithLogits).

[Iponiec HaBYaHHS OpraHi30BaHMI MAKETOYTBOPEHO: HaOIp TpPEHYBAIbHUX
MPUKJIAAIB IUTUTHCA HA 0aTdi IEBHOTO PO3MIPY, Y KOXKHOMY 0ardi OOYHCITIOIOTHCS
nepenOaueHHsT ¥ 3Ha4YeHHA (YHKII BTpaT, Jajdl BUKOHYIOTHCS KPOKH 3BOPOTHOTO
PO3MOBCIOJKEHHSI Ta OHOBJICHHS Bar ONTHUMI3aTOPOM, IO peali3ye aganTUBHY
CTpaTerito OHOBJIEHb. Ha KOXHIM emnoci BUKOHYIOThCS SIK €Tald HaBYaHHS Ha
TPEHYBaJIbHIN MIAMHOXUHI, TaK 1 MepeBIpKa BEIUYMHU (YHKI[IT BTPAT HAa OKPEMOMY

TECTOBOMY HaOOpl; CTaH MEPEXl 3 HAMEHIIIMM 3HAYCHHSIM BaIiAallIfHOT METPHUKH
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30epiraeTbcsl 1 BIAHOBIIOETHCS IMICHS 3aBEPIICHHA LMKIY HaByaHHA. Take
yepryBaHHs HaBYaHHS Ta MepeBIpkH (OpMye MpOLENypy CENIEKIli HalKpammx
napaMeTpiB y MekXax IPOTOHY €KCIIEPUMEHTY.

OuiHioBaHHS pE3yJbTaTIB 3/1MCHIOETBCS 4Yepe3 MEePEeTBOPEHHS JIOTITIB Y
HMOBIpHOCTI, 3acTocyBaHHs mopora 0.5 10 K0XHOT KoopAMHATH (TOOTO MOEIEeMEHTHE
nopiBHsAHHA 3 0.5 micias curmoinu) 1 MigpaxyHOK KUIBKOCTI ICTUHHO IMO3UTHUBHHX
nepen0ayeHb BIJHOCHO (PAKTUYHOI KITBKOCTI MPHUKJIAAIB KOXHOro kiacy. Jls
KOXXHOTO 3 IT’SITH KJIaciB O0YMCIIIOETHCS TOKa3HUK recall y BicoTKax sik BiAHOIICHHS
ICTUHHO TIO3WTUBHUX TMepe0aueHb J0 3arajibHOi KUIbKOCT1 MPUKJIIAJIB TAHOTO KJIacy
y JataceTi, 10 Ja€ YSABJICHHS MPO 3aTHICTh MOJEJl BUSBISTA caMe€ TI THUIIU
MOBEIHKH, SIK1 BINOBIIaf0Th BIIMOBTHUM aTakaM ab0 HOpMaibHOMY Tpadiky.

Iiopun (Hopfield + Transformer)

Ils mepexxa — ribpugHa apxiTeKTypa, sika MOe€AHYe TpaHchopmepornoaioHmit
EHKOJIep I TaOJWYHUX O3HAaK 13 MOJAYyJeM NPOTOTHIIB y cTwii Xomndinma, 1
HalllJIeHa Ha MYJIBTHUKIACOBY KJacH(]IKaIlilo I’ ATH KaTeropid MepexkeBoro tpadiky.
[nes monsrae B ToMy, 100 TIO€IHATH [JBa PI3HUX TMOIJISAM Ha JaHi:
nudepeHIliiioBaHe, HaBYaIbHE MPEIACTABICHHS BIACTUBOCTEH OKPEMHUX O3HAK 4yepe3
yBary ¥ OaraTopiBHEB1 II€pETBOPEHHsI, Ta CHMBOJIbHY/aCOI[IaTUBHY OIIHKY
noaiOHOCTI B MPOCTOpI  OIMONSAPHUX MPOTOTHIIB, OTPUMAHUX 31 3pa3KiB
TPEHYBaJIbHOTO HaOOpy. Y TEKCTI HUXKYE s OMHCYI0 KOKEH KOMIIOHEHT 1 iXHIO
B32€EMO/IIO B JIOTTYHOMY TOPSIKY, 3 MIHIMAJIBHOIO KUTBKICTIO KITFOYOBHX (HhOPMYII.

Crnoyatky JaHi TPOXOIATh CTaHAAPTHY IIATOTOBKY: KaTeTOPIdHI MO
MEePEBOATHCS Yy YHCIOBI KOJH, YHCIIOBI O3HAaKW IMJIATAIOTh CTaHIAapTH3AIlil
(3Be€HHA J0 HYJIBOBOTO CEpPEAHBOrO I OJMHWUYHOI Jucmepcii Ha OCHOBI
TpPEeHYBaJIbHOI MiAMHOXKMUHK). CTaHmapTusailis yHipikye macmradu o3HaK i poOUTH
HABYaHHS HEHPOHIB CTAOUTBHIIINM Ta TIOPIBHSIHHUM MK O3HAKaMH.

[lepmmit Benmukuit 610Kk — TpaHchHOPMEPONONIOHNUN TAONMMYHUN EHKOJED.
KoxkHa ckanmsgpHa oO3HaKa NPOEKTYEThCS B BEKTOpHE BOYIyBaHHS (DIKCOBAHOI
PO3MIPHOCTI 1 OTpUMY€E HEBENMKE HaB4YaHe BOyJOBYBaHHs 1HJEKCYy o3Haku (feature id

embedding), 1mo 1g03BOJSIE MEpEkKl PO3PIBHATH POl Pi3HUX MoJiB. OTpuUMaHU
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MOCHiAOBHUN HaOip BOYyIyBaHb OOpOOJISETHCS KUIbKOMA IIapaMH camMoOyBaru W
no3uuiiHo-iHpopmoBaHoro  mneperBopeHHss  (Transformer  encoder).  Ilicis
MPOXO/KEHHSI 4Yepe3 IIapu yBaru IO O3HAaKax poOUThCs arperaiis (MyJaiHT —
CepeqHE MO O3HAaKax), i OTPUMAaHE BEKTOPHE YSBICHHA CIYXHTh Yy3arallbHEHUM
(GBEJICHUM ONHCOM» TMPUKIAAy. YHIBEpCAIbHUNA MAaTeMaTHYHUN BWIJISA] OJIHOTO
JHIAHO-NIPOEKUIMHOIO apy eHKojaepa — adiHHe NEePEeTBOPEHHS, a MEXaHIKa yBaru
dopmye BaroBaHi CymMH MiX BOYZYBaHHSIMH, IIIO JTO3BOJIIE €HKOJAEPY BPaxOBYBaTH
MDKITOIII B3a€MOJI11 B KOHTEKCT1 BCbOT'O BX1IHOT'O BEKTOPA.

[TapanenbHO 10 HABUYBAHOTO €HKOJEPa OYAY€EThCS MOMYJIb MPOTOTHIIB y CTUII
Xondinga. [Ipororunu (GopMyrOThCS Ha OCHOBI TPEHYBAJBbHOI MHOXXWHU HUISIXOM
Oimosisipr3aiiii 03HaK MO CTOBIMIEBUX MeJiaHaX: JJIs KOKHOI O3HAaKW 3HAYeHHS, IO
BUIIIC MEIiaHu, KOAYEThCA K +1, HIbkue — stk —1. JIJIT KOJKHOTO KJIaCy YTBOPIOETHCS
OPOTOTHN SAK CepeaHe OIMOoJSIpHUX BEKTOPIB LBOIO KJacy, 1 ILeW MpOTOTUI
HOPMYEThCSI Y BEKTOp OJMHUYHOI MoBKMHHM. Ha (a3i indepeHcy BXiTHUN TPUKIIALT
TeX OIMOJISIPU3YETHCA AHAJIOTIYHO, @ MDK UM OINMOJISIPHUM BEKTOPOM 1 KOXXHUM
HOPMOBAHUM TIPOTOTUIIOM OOUYHMCIIOETHCS Mipa MOMIOHOCTI y BUTIJISAI KOCHUHYCHOL

CXOXKOCTI:

sim(x,p) = . (3.10)

[l[[lpl] IHI
OcCKiTbKM TIPOTOTUIIM HOPMOBAH1, OOYHUCICHHS 3BOJUTHCA JO CKAISIPHOTO
NOOYTKY, KWW JJa€ OJTHY YHUCIOBY OIIHKY MOIOHOCTI 0 KOKHOTO 3 C KIIaciB; BEKTOP
TaKUX OIIHOK CIIY)KUTh TUCKPUMIHATUBHUM «XOT(UTTOBUM)» OIKUCOM MPHUKIATY.
Kinnesa kmacudikamiitna yactuHa OyIayeTbCs SIK KOHKATEHAIlis JBOX JKEpel
iHpopMartii: 3 ogHoro 6oky — pooled-BekTop Bix TpaHCPOPMEPHOTO TAOIUIHOTO
€HKojJiepa, 10 TpeacTaBisie AUGEpeHIlioBaHl B3a€EMO3B’A3KH MIK O3HAKaMH, 3
1HIIOT0 OOKYy — BEKTOpP KOCHMHYCHUX IMOJIOHOCTEH /10 KJIACOBUX IMPOTOTHIIIB, IO
BiT0Opaka€ HACKUTBKU BX1J OJIM3BKUIA 10 TUTIOBOI pempe3eHTaIlii KOKHOTO KIacy B
oimonsipuoMy mpoctopi. Ilicms o00’eqHaHHS 1i€l  MOABIMHOI  pemnpe3eHTarrii
3aCTOCOBYETHCSI TOBHO3B’SI3HA IMIAMEpEka 3 HEMIHIMHICTIO ¥ JAponayToM, sika

BUBOAUTH (DIHATBHI JIOTITH 1O Kjiacax. Takuil nu3aiiH 103BOJISIE MOJEII OJHOYACHO
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KOPHUCTYBAaTHCSI TOHKOI, HABYEHOIO CTPYKTYpPHOIO IH(OPMAIIEI0 Ta €MITIPUYHHUMHU
acolllaTUBHUMHU  O3HAaKaMH, BUTATHYTUMH Oe€3MOcepeaHbO 31  3rpYNOBaHUX
MPOTOTHUIIIB.

JIist onTrMi3allii BUKOPUCTOBYETHCSI MYJIBTHKIACOBA KPOC-EHTPOIIIHA BTpaTa 3
BaraMM KJjaciB, III0 KOMIICHCYIOTh JucOalaHC Yy TpeHyBaJbHOMY HaOoOpi.

MaTteMaTU4YHO 3Ba)kKeHa KPOC-€HTPOIIIsl AJIsi OJHOTO MPUKIIATy 3aIIUCY€EThCS SIK:

Sj

= —ch-zleyj log ﬁ, (3.11)

Jie Sj — JIOTIT s KJacy j, yj — iCTMHHA MiTka y one-hot dopmari, a w; —
BaroBMi MHOXHUK /Ui Kiacy j. Barm migOumparoThcsi OOEPHEHO MPOIMOPIIIHO
yacToTaM KJIAciB 1 MAacIITa0ylOThCs sl CTAOUIBHOCTI, M0 3MYIIY€E ONTHUMI3AaTOP
3BEpTaTH OUTBINE YBarv Ha PIAKICHI a00 MPIOPUTETHI KJIACH 11 YaC HaBYaHHS.

HaBuajapHUH UK OPTaHi30BaHO MAKETOYTBOPEHO Ta 3 CEMILICPOM, IO 3BAKYE
MPUKJIATN BIAMOBIIHO 0 KJIACOBUX Bar — Iie Ja€e eeKT HaABUOIPKU MPIOPUTETHUX
KJ1aciB y 0aT4yax 0e3 sIBHOI 3MIHHOCTI pO3MIpPYy JaHUX. Y TpOIeci TPeHYBaHHS IS
KOKHOTO 0aTda MOJal0ThCsl CTaHJAPTU30BaHI O3HAKM Ta TOINEPEAHbO OOYHUCIEHI
BEKTOpPHI 3HAYEHHS TMOMIOHOCTEH J0 TPOTOTUIIB (I[00 YHUKHYTH TOCTIHHOT
NEPETBOPIOBAIBHOI HAKIJIAJIHOT POOOTH MMij yac 0aT4eBOro HaBYAHHS). 3a €MOXaMH
OOUHCITIOEThCS METpPUKa BalliIHOCTI (Hampukian, per-class recall Ta 3arambHa
TOYHICTh) Ha BalliJaliMHIA MIAMHOXHHI, 1 30epira€TbCs CTaH MOJENI, IO Ja€
HaWKpalyi I[MUThbOBUH TIOKa3HUK (B ONMHCAHOMY clieHapii yacto 1ie recall s
KPUTUYHOTO KJIacy, HampuKiIaa normal abo 1HITOTO IPiOPUTETHOTO KIIAcy).
OrmiHtoBaHHS MOJIENI BiTOYBA€ThCS HA JBOX PIBHSAX: TMO-TIEpIIE, KIACHYHUMH
migpaxyHKaMu Tep-KiacHux MmeTpuk (recall, precision, F1 ama koxxnoro 3 m’aru
KJIaciB) 1 3arajJibHOI0 TOYHICTIO; TO-IpYyre, aHAI30M BHECKY JBOX IMIJACUCTEM Y
OPUUHATTS pIIeHh — TOOTO PO3TISIOM BUMAIKIB, J€ MOJEIb CHUPAETHCI HA
TpaHCPOpPMEpPHY YaCTHHY, 1 BHIMAJIKIB, /e Ha MPOTOTUITHY CXOXICTh. [IpakTndHO 118
JIO3BOJISIE THTEPNPETYBATH PIMICHHSA: BHUCOKI 3HAYEHHS KOMIIOHEHTH TMOII0HOCTI

BKa3YyIOTh Ha SBHY BIAMOBIIHICTH BXIJTHOI'O MAaTEPHY SKOMYCh KJIIaCOBOMY MPOTOTHUITY,
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a BHCOKI 3HAaYEHHS EHKOJEepa — Ha CKJIAJHI BHYTpIIIHI B3a€MO3B’SI3KM MIXK
O3HaKaMH.

TakuM YMHOM apXiTEKTypa MO€AHYE€ HABUYECHUU, KOHTEKCTHO-3JIEKHUN OIHC
NpUKIaAy 3 EMIIPUYHO BUTATHYTHMMHU KIACOBUMHU INAOJIOHAMHU, IO POOUTH Tl
THYYKOI0O B YMOBax SIK CTPYKTYpPOBAHMX B3a€MO3B’SI3KIB O3HaK, TaK 1 HAsIBHOCTI
CTaOUIbHUX, TMOBTOPIOBAaHMX IIA0JIOHIB aTak — BCE L€ 3 BIATBOPIOBAHOIO
MPOLIEyPOI0  IMATOTOBKM JIaHWX, HaBYaHHS 3 BaroBOK KPOC-CHTPOMIEIO i
BaJIiJTOBAHOIO OIIHKOIO METPUK IO KJIacax.

I'iopua (CNN + MLP)

OcranHsl MOJiellb — TIOpUAHA apXITEKTypa, IO MOETHYE JOKaIbHY O0OPOOKY
CTPYKTYpHHUX 3aJIe)KHOCTEH dYepe3 OJHOMIpHI 3rOpTKH 1 TJI00ambHE Yy3araJibHEHHS
4yepe3 IOBHO3B’SI3HY OOpOOKy, 1 TMpu3HA4YeHa sl MYJIbTHUKIACOBOI Kiacuikarii
MepexkeBoro Tpadiky Ha II'SITh KaTeropii. BXigHWH NpUKIax CHPUAMAETHCS SIK
OJTHOMIPHHMM CUTHAJ 13 OJTHUM KaHAJIOM (ITOCIIOBHICTh (hid), MPUUOMY TIEPET CaMOIO
M0JIaY€I0 B MEPEXKY YUCIIOB1 O3HAKH CTaHAAPTU3YIOTHCS — KOXKHA 03HaKa 3BOJIUTHCA
70 HYJIHOBOTO CEpPEAHBOTO W OJWHUYHOTO CTAHJAPTHOTO BIAXHWIICHHS HA OCHOBI
TPEHYBAIBHOI MIIMHOXXHUHHU; 11€ POOUTH I'PATIEHTHI OHOBJICHHS OUIBIN CTAOUTHHUMU ¢
JI03BOJISI€E KOPEKTHO MOEHYBATH Pi3HOMaHITHI (il B OJHOMY MacHITaoi.

Ekcrtpakiiiiina yacTiHa moOy0BaHa sIK TOCIIIOBHICTh IBOX OJIOKIB JIOKaJIbLHOTO
bineTpyBanHg. KoxHuil OJ0K BHKOHYE 3TOPTKY IO BHUMIpPI O3HAK 3 HEBEIHUKUM
AIpOM, TIOTIM HOpPMaJi3ye TMPOMDKHE TpelacTaBileHHs 1o kaHamax (batch
normalization) 1 3aCTOCOBY€ €IIEMEHTHY HENIHIMHICTH, MICIS YOTrO CIIAyE omeparis
cyOmuckperusamii  (max-pooling), ska 3MEHIIyE JIOBXHHY TOCJIAOBHOCTI.
MaTteMaTH4HO OJMHUYHY OJHOMIPHY 3TOPTKY MOKHA TPEICTABUTH SK JUCKPETHHIM
KOpEJIbOBAaHUM OIEpaTop:

yltl = Yo kltlx[t — 7], (3.12)

7€ X — BXIiJIHA MOCTIAOBHICTh, K — SJIpO 3rOPTKH, a Y — BHUXIJHHH KaHaJ.

Taka omepallisi J03BOJISIE€ BUABISATH JIOKAJIbHI IMIA0JIOHM Ta KOPEJAIii MK CyCITHIMHU

O3HaKaMu (HaNpuKiIad, CyMDKHI MakeTH a00 CyMIXKHI CTaTUCTUKHU Ceciil), a Iap
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HOpMaJli3allli 3HI)KY€ BHYTPIIHINA KOB3alOUM PO3KUJ aKTHBALIH, IO MPUCKOPIOE Ta
cTabuT13y€e HaBYAHHSI.

Pe3ynpTaT OJIOKY B3rOpTOK pEeayKyeTbCcsl JO BEKTOPHOIO MPEACTABICHHS
(MUITXOM <«3TIIaKyBaHHS» 0araTOKaHAJIBHOTO TEH30pa y BEKTOP) 1 aji MOJA€ThCS Ha
HEBEJIMKY TOBHO3B’S3HY TOJIOBY, fIKa CKJIQJAa€TbCs 3 JIIHIMHOIO MEpPETBOPEHHS,
HEJMHIHHOCTI, CTOXaCTHYHOTO BijacikaHHs (dropout) ta ¢iHampHOro JiHIHHOrO IIapy,
IO MOPOJKYE JIOTITU MO I’SITH KiacaX. [IoBHO3B’s3HE MEPETBOPEHHS y3arajibHIOE
JIOKaJbHO BUBYEHI JECKPUNTOPU Yy TI00alNbHI MPEIUKTOPU Kiacy: JIHIMHUN OJok
OMHUCYEThCSl CTaHAApPTHOIO adiHHOW dopmynow z = Wx + b, ne Baru W Ta 3cyBu
bbb HaBuaroThCst mi 3aaa4uy MiHIMI3aIlil QYHKIIIT BTpAT.

Sk QyHKIlIS BTpAT 3aCTOCOBYETHCS MYJIBTHUKIACOBA KPOC-CHTPOMIs, Y SIKI Baru
KJIaciB BBOJSATHCS JIJIsi KOMIIEHcallll jJucOajaHcy B TpPeHYBAIBHOMY HaOOPI.
DopMaJIbHO 15 OJIHOTO MPHUKJIA/Ly 3 JIOTITAMU S; 1 ICTHHHOK MIiTKOIO Y (BIIAKOBAHOKO

y one-hot) 3BaykeHa KpOC-CHTPOITISI Ma€ BUTJISL

/!

— C %
L =—2jmawyjlogs—, (3.13)
Ac Wj — BAroBHM MHOXHHK JJIS Kl1acy ] Brenenns HCHYJIBbOBHX Wj H03BOJIAI€

MIACUINTH BKJIAJ PIAKICHUX a00 MPIOPUTETHUX KJIACIB Y CYMapHy MOXHUOKY 1, TAKUM
YUHOM, 3MIHUTH CIIPSIMOBAHICTh HABYaHHS. Y PO3TIIAHYTIHN peasizallii Bara i Kjiacy
«normaly MiJICKITIOETECS MHOKHUKOM (TITapaMeTpoM), a MOTIM Baru HOPMai3yIHOThCS
Tak, 00 abCOIIOTHI 3HAYEHHS OyM cTaOUIbHI; KpIM TOTO, /il (hOpMyBaHHS OaT4iB
3aCTOCOBYETBCS ~ BUOIpKAa 3BaXKEHUM  CEMIUIEPOM, JI€ KOXKHOMY TPHKIATY
MIPUCBOIOETHCS Bara, 10 3aJ€XKHUTh BiJ KIacy MpUKIany, — 1€ GaKTHIHO 31HCHIOE
HAJBUOIPKY MPUKIIAJIB MEBHUX KJIACIB B KOXKHIM €MOCI Ta MIIBUIYE HMOBIPHICTH 1X
MOTPAIUISTHHS JI0 TPATIEHTHOTO KPOKY.

OnTumizariss Bar 3AIMCHIOETBCS Cy4aCHUM  aJaNTUBHUM  METOJOM 3
perymsipu3aiii€ro Bar (aJanTUBHUN ONTHUMI3aTOpP 3 Barol po3manay), Mo TOETHYE
IIBUJIKY 301KHICTh 1 KOHTPOJIb nepeoOyueHHs: uepe3 L2-mtpad Ha mapametpu. Ilia
yac HaBYaHHs 30epiraeThCs MOJITHKA BUOOPY «HAMKpamoi» MOAEsl Ha MiJICTaBl

crietuPiyHOT METPUKH: KPUTEPIEM PAHHBOTO BiIOOpPY ab0 30epeKeHHs] HaWKpaIloro
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ctany Buctynae recall nns xnacy normal — 100610 Moaens 30epiraloTh TOJI, KOJIU
BOHA HalKpallle BHSBISIE HOpMaJIbHUM Tpadik y BadigamiiiHid miaMHOXuHI. Takui
dboKyC MiAKpPECTIo€ MPAarHEeHHsS CUCTEMHU MIHIMI3yBaTH MOMMIIKOBI CIPallbOBYBaHHS
a00 BTpaTH YyTJIMBOCTI 1010 HOPMAJIbHOI OBEAIHKH, 0 MOKE OyTH aKTyalbHUM Y
MIEBHUX NIPHUKJIAJTHUX CIEHAPITX.

OmiHroBaHHST 3MIMCHIOETBCS JIETANBHO: ISl KOXKHOTO KJacy OOYHMCIIIOETHCS
recall (4yTauBICTB) SK BiTHOIIEHHS ICTUHHO MMO3UTUBHUX TIepea0avyeHb /10 3arajabHO1
KUTBKOCTI TIO3UTUBHUX BWIAJKIB ILOTO KJIacy; 3arajbHa TOYHICTH TaKOX
MiIPaXOBYEThCS K YacTKa MPaBWIBHUX TMepeadadeHb cepell YCiX TpUKIATIiB.
TexHiuHO TPOrHO3 MANsi TpUKIAny (OpMyeTbCs UHUISIXOM BHOOpY 1HIAEKCY 3
MaKCUMaJbHOI JIOTITHOK KOOpAWHATOIO (omepaliss argmax), TOOTO MOJEIb
NOBEpTaE KJIac 3 HaWOLIBIIOKO Mepe10auyBaHO0 «CXUIIBHICTION.

PerynspuzariiiitHi MexaHi3MH B apxiTeKTypi BkitouaroTh batch normalization
(10 BUPIBHIOE CTATUCTHKH IO MakeTy), dropout y moBHO3B’s3HiM yacTuHi (1110
BUIIAJIKOBO BUMHUKAE YACTHMHY HEHPOHIB Il Yac TPEHYBaHHS, 3HWKYIOUH KOPEJISIIII0
MDK O3HaKaMH 1 3amo0iraroun mepeHaB4YaHHIO) Ta L2-perymspusaiito yepes weight
decay B omrtumizatopi. Kpim Toro, OamaHCyBaHHS MaHHX peali3y€ThCS Ha JIBOX
PIBHSIX. 4epe3 MEePEeTBOPCHHS KJIACOBUX Bar y (PyHKIIII BTpat 1 4epe3 cemriuiep, o
3abe3reuye HaIBUOIPKY TIPIOPUTETHUX KiaciB y dopmyBaHHI OartdiB. Lle moeananas
BILJIMBAE SIK HA CTATHCTUKY I'PAJIEHTIB, TaK 1 HA EMIIIPUYHY YaCTOTY HOSBU NMPUKIIATIB
y MICYMKOBHUX OHOBJICHHSIX MTapaMeTpiB.

3 mornsAmy iHTeprpeTallii, 3ropTKoBa YaCTUHA IPAIIOE K JIOKATbHUN JETEKTOP
mabJIOHIB y BEKTOpPl O3HAK (BUSBIISIE JIOKaJdbHI B3a€MO3B’SI3KM MK CYMDKHUMU
aTpuOyTamu), a TOBHO3B’ sI3HA T0OJIOBA TpaHCHOPMYE I1i TOKATBHI 03HAKH y TI00aIbHI
JTUCKPUMIHATUBHI MPECTABICHHS, IPUIATHI JUTsl BIIOKPEMIICHHS KIIACiB Y TIPOCTOPI
O3HaK. 3aBISKHM CTaHIAPTHU3allli BXIHUX JaHUX Ta HOpMaJi3amii B TIMOWHI MEpexi,
HaBYaHHS OUTbII CTaOUTbHE, a BBEJCHHS KJIACOBHX Ta CEMIUIEPHUX Bar JI03BOJISE

CIpsIMyBaTH HaBYaHHS HA Oa)kaHl KoMIIpoMicu Mix recall pi3Hux kiacis.
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3.3 Pe3yibTaTu eKcnepuMeEHTAIbHUX H0CTIIKEHb

[Ticas Bubopy Ta moOynOBU HEUPOHHUX Mepex Oyl BU3HAUEHI iX pe3yJbTaTu
Ta Oll[iHEeHa €()EeKTUBHICTh

Self-Organizing Map (aeiiporna mepesxa SOM)

SOM noka3ana ayxe CHIbHY 3/IaTHICTh BiJOKPEMJIIOBATH MacHBHI KiacH: «00S»
i «normal» marote BuHsTKOBO BHCOKI recalls (99.76% i 99.50% sianosinHo). Takox
SOM nob6pe Buaisie «probey» (88.26%). Ilpore ans piKICHUX 1 TOHKUX KJIAciB
pesynbrar cialdkuit: «2l» — 57.64%, «u2r» — 0.00%. e TtumoBuii nmpodisb:
HEnoraHe rpyrnyBaHHs BEJIMKHX KJIACTepiB 1 BUAHO BIAMIHHI Bi3yani3alliifiHi KOPAOHU
(U-matrix), ane crmabka YyTOUBICTH 10 AK€ PIAKICHAX MIAOJIOHIB, SIKIIO BOHH HE

IpeJ/ICTaBlIeH1 JOCTaTHBO B TOMOJIOTIT kKapTu abo miciis npuB’si3ku BMU—neii0:.

TounicTe no knacax [y %):
dos: 398518/391458 = 99.76%
normal: 96792/97278 = 99.508%
probe: 3625/4187 = 88.28%
r2l: 649/1126 = 57.64%
uZ2r: 8,/52 = 0.00%

Pucynok - 3.1 Pe3yastaT mepeBipku edekruBnocti Self-Organizing Map

I'i6pun (aeiiponna mepeska CNN + MLP)

Ils mMonmenb IeMOHCTpye HaWKpalli 3arajbHi pe3yJbTaTH B HaAOOpi: yci Kiacu
MaloTh ayxe BHCOKi recalls — Bci 6mu3bki 10 99% 1 Oinbine (u2r = 100.00%, r2l =
99.56%, probe = 99.88%, dos = 99.34%, normal = 99.22%), overall accuracy
99.32%. Ile Bkasye Ha Te, MO apXiTeKTypa edEeKTUBHO BIOBIIOE SIK MACHBHI, TaK 1
piaKicHI matepHu. Takwil mpodiak CBIAYUTH MPO AYXKE XOpoury 30allaHCOBaHICThH

HABYaHHS 1 BUCOKY JUCKPUMIHAIIMHY 3/IaTHICTh MEPEXKIi.

Final recalls on full dataset:
dos: 3B8889,/3091458 -> 99, 34%
r2l: 112171126 -> 99.58%
u2r: 52,/52 -»> 190.008%

probe: 4182/4167 -» 99.83%
normal: 96515/97278 -> 99.22%

Overall accuracy: 99.32%

Pucynok - 3.2 Pe3ynbraT nepeBipku epexruBaocTi ['iopuaa (CNN + MLP)
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MLP (ueiiponHa Mepeka OaraTonrapoBuil NEPCEITPOH )

MLP nae Bucoky 3aranbHy TOUHICTH (99.20%) 1 ayxe AoOpuil pe3yabTaT Mo
«dos» i «normal» (=99+%), ame abcosroTHO TpoBaiioe kiaacu 2l ta u2r (oduasa
0.00%) 1 mae mume 95.08% s probe. Ile o3Hadae, MmO MOAEIb HABYHMIACH
«MEePEeBOAUTHY» Maike BCl MPUKIAAM B KUIbKa JOMIHYIOYMX KiaciB (0coOJMBO
dos/normal), i BTpavae piakicHi Kiacu — WMOBIPHO Yepe3 AucOaaHC 1 HEIOCTATHBO

CKJIQJHY apXITeKTypy/dYHKIIO BTPAT JJIs MIJICUIICHHS PIAKICHUX KJIACIB.

TouHicTe no knacax (y %):
dos: 99.36%
r2zl: 9.ee%
uZr: 9.80%
probe: 95.0838%
normal: 99.89%

Pucynoxk - 3.3 Pe3ynbrar nepeBipku e)eKTUBHOCTI 0araTomapoBoro nepcenTpoHa

I'opun (neiiponna mepexa Hopfield + Transformer)

[OpumHa Momens nae 3MIlIaHWKA pPe3yibTaT: TyKe XOPOIi IMOKAa3HUKHU IS
atakaux knacis (dos 98.66%, r2l 99.47%, u2r 98.08%, probe 99.71%), ane 3Ha4HO
ripimmii pe3ynbrat mo «normal» — 88.16%, yepes mo overall mamgae mo 96.60%.
TobGto Momens 100pe po3pi3HIE aTakH, ajie 4acTo BIHOCHUTHh HOPMaJIbHUHN Tpadik 10
atak (3HwkeHHs recall(normal)). Ile moke Bka3zyBaTh Ha Te, MO KOMOIHOBaHUU
BIJIUB IIPOTOTHUITHOI (O1MOJIApHOT) CKIaa0BOi 1 TpaHC(HOPMEPHOTO SHKOEpa 3MIIIye
MEXY TIPUAHATTS PillIeHb y O1K OLTBII «arpeCUBHOTOY» BHUSBIICHHS aTakK, ITiIBUIITUBIIN
recall arak, ame 3a paxyHOK BEIMKOTO YHCIA MOMWIKOBUX CIPallbOBYBaHb Ha
HOPMaJTbH1 TPUKIIAIH.

Final recalls on full dataset:
dos: 386216,/391458 -»> 98.66%
r2l: 112871126 -» 99.47%
u2r: 51752 -»> 98.08%

probe: 4895/4167 -> 99.71%
normal: 85761797278 -»> BE.1le%

Overall accuracy: 96.68%

Pucynok - 3.4 Pe3ynbraT nepeBipku epexruBHocTi ['iopuaa (Hopfield +

Transformer)
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Hopfield (aetiponna mepexa Xondinma)

Hopfield-miaxin gae cepemHi/HUK4i pe3yabTaTH: 3arajibHa TOUYHICTH ~72.79%,
o arakax recall B mexax 63—92% (nHaiikpamie U2r = 92.5%, Haiiripme — dos/probe =~
64-72%). Apxitekrypa mp0o0pe 30epirae Jesiki KOpelsAliiHiI madmoHu (uepes
30BHILIHI JOOYTKH), aji€¢ B LHLJIOMY HE JTO3BOJISIE TOCATTH KOHKYPEHTHUX MOKA3HUKIB Y
3a/a4l  MYJIBTUKJIAcCOBOI Kjacu@ikaiii BeTUKOro, AucOAIaHCHOTO PeaIbHOTO
JaTaceTy: BHCOKa BapTicTh OOYHCIEHb MJisi KOKHOTO 3pa3ka MpH OJHOYACHOMY

BIJTHOCHO HU3BKOMY y3arajibHEHHI.

Ouinka gnAa knacie aTak (nNo KosHOMY Knacy):
dos: 281854/391451 -: 71.88% npaewncHo (recall)
r2l: 715/1118 -»> 63.95% npaBunsho (recall)
u2r: 37/4@8 -> 92.58% npaeuncHo (recall)
probe: 2622/4894 -:> &64.84% npaswncho (recall)

JaransHa TodHicTe (Bci wnacwk): 72.79%
ToynicTe Tinbkw no aTtakam: 71.69%

Pucynok - 3.5 Pesynbrat nepeBipku epekTUBHOCTI Mepexi Xomndiiaa

CNN (3roptkoBa HelipoHHA Mepexka)

Yucta CNN myxe moope posmizaae «normalb» (99.90%) i «dos» (99.29%) ta mae
xopoiii pe3yibratd aias probe (93.86%), ane maibke He Busise r2l i u2r (r2l =
0.98%, u2r = 0.00%). Otxe, sik 1 MLP, CNN ¢oxycyeTbcs Ha HalOLIbII «ITOMITHUX)
mabyioHax 1 cia0Ko PO3Mi3HAE NyXKe PIIKICHI araku 0e3 JOIaTKOBUX MEXaHI3MiB

OamaHcyBaHHA a00 apXiTEeKTYpPHUX IMiJICHUICHb.

TouHicTe no wnacax (y ¥):
normal: 97176/97278 = 99.90%
dos: 3886B8/391458 = 99.29%
r2l: 11/1126 = 8.98%
uZr: 8/52 = 8.00%
probe: 3855/4187 = 93.86%

Pucynoxk - 3.6 Pe3ynbrar nepeBipku e)eKTUBHOCTI 3TOPTKOBOT MEpPEXKi
Pesynbrati OCTiKEHHS 110 aTakax
Dos — maibke BCi Mojeni IeMOHCTPYIOTh aye Bucokmii recall: SOM 99.76%,
CNN+MLP 99.34%, MLP =99.50% (ominka), Hopf+Trans 98.66%, CNN 99.29%;
cyrreBo Bimcrae Hopfield (=64%). ITlincymok: dos-maTepH AETEKTYETbCS OLIBIIICTIO

apxitektyp, kpim Hopfield.
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Recall (%) no mopnenax — aTtaka: dos
99.8% 99.3% 99,5% 98.7% 99,3%

1001

80

Recall (%)
o
<

&

20

S0OM CNN+MLP MLP Hopf+Trans Hopfield CNN

Pucynok - 3.7 I'padik epextuBHOCTI poOOTH MOIeIeH HEHPOHHUX MEPEXK MO
BUSIBJICHHIO aTak (0S
R2L — Bemukuii pozpuB Mk monemsimu: CNN+MLP 99.56% i Hopf+Trans
99.47% — nyxe Bucoki; Hopfield ~63%; SOM 57.64%; MLP 0.00% i CNN ~0.98%
— Maibke He BUABISIIOTH. [lincymok: 2l qae cuiibHO HEPIBHOMIpPHI pe3ysbTaTH MiXK

MIXOIaMHU.

Recall (%) no mopensx — aTtaka: r2l

99.6% 99.5%
100+

80

Recall (%)
=)
(=]

Py
[}

201

SOM CNN-+MLP MLP Hopf+Trans Hopfield CNN

Pucynox - 3.8 I'padik egekTuBHOCTI pOOOTH MOJIeTIeH HEHPOHHUX MEPEXK IO
BUSIBJICHHIO aTak (2|
U2R — mnoxka3nukm payxe posaiteHi: CNN+MLP 100.00%, Hopf+Trans
98.08%, Hopfield =92.50%; natomicts SOM 0.00%, MLP 0.00% 1 CNN 0.00% —
MPAKTUYHO HE BHSBISIIOTH. [limcymMOK: U2r BUABIAETBCS JUIIE Yy JCIKHX

CTEIiaTi30BaHUX/TIOPUIHIX apXITEKTypax.
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Recall (%) no mogenax — aTaka: u2r
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SOM CNN+MLP MLP Hopf+Trans Hopfield CNN

Pucynok - 3.9 I'padik epexTuBHOCTI pOOOTH MOJIEICH HEHPOHHUX MEPEXK MO
BUSIBJICHHIO aTak U2r
Probe — poskun pesyibtaris: CNN+MLP 99.88% i Hopf+Trans 99.71% —
naikpame; MLP 95.08%, CNN 93.86%, SOM 88.26%, Hopfield ~72%. Ilincymox:
JUTSL probe Kparii TOKa3HUKHU y TIOPUIHUX T1IXOTIB.

Recall (%) no mopnensx — aTaka: probe

99.9% 99.7%
100 95.1%

80 F

60 F

Recall (%)

40

20

SOM CNN+MLP MLP Hopf+Trans Hopfield CNN

Pucynoxk - 3.10 I'padix edhexTuBHOCTI poOOTH MOIEIEH HEUPOHHUX MEPEXK TIO
BUSIBIICHHIO aTak probe
Normal — Bucoki mokasauku s Outbmocti moneneii: CNN 99.90%, SOM
99.50%, MLP =99.40%, CNN+MLP 99.22%; uwxui y Hopf+Trans (88.16%) i
Hopfield (=70%). Ilincymok: HopManbHHE Tpadik m00pe BIIOKPEMITIOETHCS

OUTBIITICTIO MOJIENEH, 3 OKPEMUMH BUHSTKAMH.
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Recall (%) no mogensx — ataka: normal
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SOM CNN+MLP MLP Hopf+Trans Hopfield CNN

Pucynok - 3.11 I'padik ehekTUBHOCTI pOOOTH MOCIICH HEHPOHHUX MEPEXK MO

BUSIBJICHHIO HOPMAJIBHOTO TpadiKy

Mep-knacHi recall (%) no mopgensx — Heatmap

- 100

CNN+MLP

Transformer+Hopfieid

Hopfield

Mogenes
Recall (%)
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Pucynoxk - 3.12 TerutoBa kapTa MOPiBHSILHOTO aHATI3y MTOBHOTH BHUSIBJICHHS PI3HUX
THUTIB KibepaTak IOCTIKYBAHUMHA HEUPOHHUMH MEPEKaMHU

3a momaHWMH pe3yibTaTaMH HaW30aIAHCOBAHINIOW Ta HaWEePEKTUBHINIO

moaemto € Tiopug CNN+MLP, sika nemoHCTpye Maiike CTOBIICOTKOBI TOKA3HUKHU Y

BCix m'atu kjacax (<99%+), TOOTO Halikpamie MO€JHYe BHUSBICHHS MAacOBHX 1

pinkicHux arak. Mopmens Transformer+Hopfield takox nyxe cuiapHa B

posmi3zHaBaHHi aTak (Bucoki recalls mst dos, r2l, u2r, probe), mpote 3a paxyHok 11010
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CYTTEBO CTpPaXIa€ BUABJICHHS HOpMaibHOTO Tpadiky (normal ~88%), mo poOuTs ii
«arpecuBHUM» JETEKTOPOM aTak 3 MiABUILIEHOI KIUIBKICTIO XMOHUX TpuBOr. Yucrti
apxitektypu (MLP 1 CNN) nemoHcTpytoTh 100pi pe3yiabTaTH sl JOMIHYHOUHX
kiaciB (dos, normal), ane BusBHWIMCS HepoOouMMHM sl piaKicHMX atak (r2l, u2r
6mmm3bko 0%), TOOTO HETOCTATHBO YYTIMBI JO HebararouuceabHux 1mabaoHis. SOM
nokasaja BiJIMiHHe TpymyBaHHs Juis d0S i normal i mpucroiitnuii probe, ane ciadko
HpoINpalboBy€e ayke piakicHi U2r i gactkoBo r2l. Hopfield-miaxix maB momiphi
pe3ynbTaTh B LUIOMY (CepelHiii piBeHb TOYHOCTI), MPOT€ HE KOHKYpYye 3
HaMKpaIuMHU CydaCHUMH apXiTEKTypaMu 3a 3arajibHOI0 e(heKTHBHICTIO. Y MiJICYMKY,
JUISl YHIBEPCAJIBHOTO 3aCTOCYBaHHS Halkpaiuid BuOip — riopung CNN+MLP; skio
K TIPIOPUTET — «HE MPOMYCTUTU» aTak Oy/b-sKOIO I[IHOIO (HaBITh IIHOO (I1), BapTO

posrsinyTH Transformer+Hopfield.

3.4 BucHOBKH 10 po3aiiay 3

ITpoBenene exkcnepuMeHTalbHE TMOpIBHSIHHA Ha BHOIpui KDD (cunbHuii
aucOaaHe KiaciB) MoKa3ajo, IO Pi3HI apXITeKTypU BUKOHYIOTh PI3HI poJIi: TiOpu
CNN+MLP BusiBuBcst Haii30amaHCOBaHIIUM 1 HaeEKTUBHIIIUM 3araiom (<99%-+
no OumemocTi kiaciB), Transformer+Hopfield aemoHcTpye BHCOKY YyTIMBICTH J0
aTak, aje 3HWKEHY TOYHICTh A HopMmayibHOro Tpadiky (normal ~88%), Tomi sk
yricti MLP 1 CNN ngo6pe mpaiiorors 1 goMinyrounx kiacis (dos, normal) ame
NPAaKTHYHO He BUWSBISIOTH piakicHi R2L/U2R; SOM edekTuBHO Tpymye Bemuki
kinactepu (dos, normal, probe) ane ciabmae Ha pigkicHHX IIabJIOHAX, a MiAXiA Ha
0a3i Hopfield mokxazaB momipHi pe3ynbTaTH W OOMEXKCHY Yy3araJbHIOBAJIbHY
3/IaTHICTh MPU BEIMKOMY nucOanaHci. 3arajom, pe3yabTaTH BKa3ylOTh Ha MEpeBary
riOpuIHUX PINICHb IS YHIBEpCAbHOI JETEKIlii Ta Ha HEOOXITHICTh CHelialbHUX
MEXaHi3MIB (Baru KJaciB, CEMIUICPH, MPOTOTHITHI KOMIIOHCHTH) IS IIiABUIICHHS

YyTIMBOCTI IO PIAKICHUX aTaK.
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BUCHOBKH

VY miacyMKy BUKOHAHE JOCHIIKEHHS MPOJEMOHCTPYBAJIO, IO 3aCTOCYBAaHHA Ta
MOPIBHSHHS PI3HUX apXITEKTYp IITYYHUX HEMPOHHUX MEPEX Ha KIACUYHOMY Habopi
nanux KDD nae 4iTki nOpakTU4YHI BUCHOBKM: TiOpuaHi migxoaw (30KpeMa
CNN+MLP) 3abe3mneuyroTh HalBUINY 3arajbHy €(GEeKTHUBHICTh 1 30alaHCOBAHICTH
MDK BUSIBJICHHSIM MacOBHUX 1 PIIKICHUX aTtak, Tofi sk uyucTi apxitekrypu (MLP, CNN)
100pe MpaIiolTh sl JOMIHYIOUHMX KJIAciB, aje CYyTTEBO BTPAdalOTh YYTIUBICTH IO
mayo mnpeacraBiaeHux karteropiii (R2L, U2R). Mogeni i3 nOpoOTOTHIIHOW abo
acoriatuBHOO ckiaoBoto (Hopfield, Transformer+Hopfield) nemoncTpyroTh BUCOKY
3IaTHICTh «JIOBUTH» OKpEM1 THUIU aTak, IPOTe 1HOMAI I JOCATAETHCS I[IHOIO
3pOCTaHHS XMOHUX CHpalbOBYBaHb Ha HOpMaibHHIM Tpadik. CamoopraHizoBaHi
kapti (SOM) BUSBMIIUCS KOPUCHUMH SIK THCTPYMEHT KJIacTepH3allii Ta Bizyasizallii
— BOHHM YYyIOBO CTPYKTYpyIOTh Benuki kimactepu (dos, normal), ame wmaimo
JOTIOMAraroTh 13 YK€ PIIKICHUMU 1a0JI0HAMMU.

Pe3ynpTaT MigKpECTIOOTh BAXKIUBICTH JBOX TMPAKTUYHUX HAIpPSMIB: IIO-
nepiie, BUKOPUCTAHHS TIOpHAHHX 1 aHcaMOJIeBHX apXIiTEKTyp, SKI IOEIHYIOTh
JIOKaJbHE BUTATYBAaHHS O3HAaK 1 TJI00aNbHI/acOIIaTHBHI MEXaHI3MH; TO-IpYTe,
iHTEerparis 3axoiB Isi O0opoThOM 3 namcOanaHcoM (BaroBi BTpaTH, 3Ba)keHa
CEMIUTIHT-CTpaTerisl, CAHTETUYHI JIaH1) — caMe Il MeXaHI3MHU 3HAYHO ITiABUIIYIOTh
YyTIUBICTh 0 PILAKICHUX aTak. OIIHIOBaHHS CIJiJl MPOBOAUTH OaraTopiBHEBO (per-
class recall, precision, Fl, mMaTpuii TuryTaHWHH Ta 3arajbHa TOYHICTB), OCKUIBKH
3arajbHa METPHKAa MOXE MPUXOBYBATH KPUTHUYHI CIaOKi Miclg Mojzeni B 3aaadi
KiOepOe3meK.

Jocnimkenast miATBepKye, Mo s npaktudHux IDS naiiedextuBHImMME €
riOpugHi apxXiTeKTypu 3 BOYTOBAaHMMHU MeXaHi3MamMu OOpoOku pgucbOamancy i
MOJXKJIMBICTIO 1HTEpIpETallii pillieHb; Mojajibliia podoTa TOBUHHA OyTH CHpPSMOBaHA
Ha BaJiAallii0 TaKuX PIlIEHb HAa pealbHUX JAaHUX, ONTHUMI3AIlIIO0 ISl pEaTbHOTO Yacy

Ta po3poOKy OpoLeayp aaanTaiii MoJesaeH mij 3MiHHI YMOBH 3arpo3.



60

CIIMCOK BUKOPUCTAHHUX TIOCHUJIAHDb

1. Hleha, K., & Hol, V. (2025). XAl Optimization for Low-Latency Neural-
Based Intrusion Detection Systems in Network Environments. Bulletin of V.N.
Karazin Kharkiv National University, Series «Mathematical Modeling. Information
Technology. Automated Control Systems», 66, 19-36. https://doi.org/10.26565/2304-
6201-2025-66-02.

2. Chao, Jinjin, and Tian Xie. "Deep Learning-Based Network Security Threat
Detection and Defense.” International Journal of Advanced Computer Science &
Applications 15.11 (2024).

3. Mohale, Vincent Zibi, and Ibidun Christiana Obagbuwa. "Evaluating
machine learning-based intrusion detection systems with explainable Al: enhancing
transparency and interpretability.” Frontiers in Computer Science 7 (2025): 1520741.

4. Okafor, Maureen Oluchukwuamaka. "Deep learning in cybersecurity:
Enhancing threat detection and response.” World Journal of Advanced Research and
Reviews 24.3 (2024): 1116-1132.

5. Jyothi, K.K., Borra, S.R., Srilakshmi, K. et al. A novel optimized neural
network model for cyber attack detection using enhanced whale optimization
algorithm. Sci Rep 14, 5590 (2024). https://doi.org/10.1038/s41598-024-55098-2

6. Abbas, Sidra, et al. "Evaluating deep learning variants for cyber-attacks
detection and multi-class classification in 10T networks." PeerJ Computer Science 10
(2024): €1793.

7. Al Hwaitat, A.K.; Fakhouri, H.N. Adaptive Cybersecurity Neural Networks:
An Evolutionary Approach for Enhanced Attack Detection and Classification. Appl.
Sci. 2024, 14, 9142. https://doi.org/10.3390/app14199142

8. M. Barr, “A Robust Neural Network against Adversarial Attacks”, Eng.
Technol. Appl. Sci. Res., vol. 15, no. 2, pp. 2060920615, Apr. 2025.

9. Alzaidy, S.; Binsalleeh, H. Adversarial Attacks with Defense Mechanisms
on Convolutional Neural Networks and Recurrent Neural Networks for Malware
Classification. Appl. Sci. 2024, 14, 1673. https://doi.org/10.3390/app14041673


https://doi.org/10.26565/2304-6201-2025-66-02
https://doi.org/10.26565/2304-6201-2025-66-02
https://doi.org/10.1038/s41598-024-55098-2
https://doi.org/10.3390/app14199142
https://doi.org/10.3390/app14041673

61

10. Dalal, S., Manoharan, P., Lilhore, U.K. et al. Extremely boosted neural
network for more accurate multi-stage Cyber attack prediction in cloud computing
environment. J Cloud Comp 12, 14 (2023). https://doi.org/10.1186/s13677-022-
00356-9

11. Wang, Bangli, et al. "DDoS-MSCT: A DDoS Attack Detection Method
Based on Multiscale Convolution and  Transformer.” IET  Information
Security 2024.1 (2024): 1056705.

12. Neto, E.C.P.; Dadkhah, S.; Ferreira, R.; Zohourian, A.; Lu, R.; Ghorbani,
A.A. CICIloT2023: A Real-Time Dataset and Benchmark for Large-Scale Attacks in
0T Environment. Sensors 2023, 23, 5941. https://doi.org/10.3390/523135941

13. Saini, Shalini, Anitha Chennamaneni, and Babatunde Sawyerr. "A Review
of the Duality of Adversarial Learning in Network Intrusion: Attacks and
Countermeasures." arXiv preprint arXiv:2412.13880 (2024).

14. Zhong, Meihui, et al. "A survey on graph neural networks for intrusion
detection systems: Methods, trends and challenges.” Computers & Security 141
(2024): 103821.

15. Chhetri, Bipin, and Akbar Siami Namin. "The Application of Transformer-
Based Models for Predicting Consequences of Cyber Attacks." 2025 IEEE 49th
Annual Computers, Software, and Applications Conference (COMPSAC). IEEE,
2025.

16. Sharma, Abhijeet, et al. "Neural Network Based Zero-Day-Attack
Detection: A Machine Learning Approach to Enhancing Cybersecurity." Available at
SSRN 4848658 (2024).

17. Rasikha, V., and P. Marikkannu. "An ensemble deep learning-based cyber
attack detection system using optimization strategy.” Knowledge-Based Systems 301
(2024): 112211.

18. A. Ahmim et al., “A novel hierarchical intrusion detection system based on
decision tree and rules-based models,” in Proc. IEEE 15th Int. Conf. Distribution
Comput. Sensor Syst., 2019, pp. 228-233.


https://doi.org/10.1186/s13677-022-00356-9
https://doi.org/10.1186/s13677-022-00356-9
https://doi.org/10.3390/s23135941

62

19. T. A. Tang, L. Mhamdi, D. McLernon, S. A. R. Zaidi, and M. Ghogho,
“Deep learning approach for network intrusion detection in software defined
networking,” in Proceedings of 2016 International Conference on Wireless Networks
and Mobile Communications (WINCOM), IEEE, Reims, France, pp. 258-263,
October 2016.

20. D. Li, R. Baral, T. Li, H. Wang, Q. Li, and S. Xu, “Hashtrandnn: a
framework for enhancing robustness of deep neural networks against adversarial
malware samples,” 2018, http:// arxiv.org/abs/ 1809.06498.

21. W. Peng, X. Kong, G. Peng, X. Li, and Z. Wang, “Network intrusion
detection based on deep learning,” in Proceedings of 2019 International Conference
on Communications, Information System and Computer Engineering (CISCE), pp.
431- 435, Haikou, China, July 2019.

22. B. Kolosnjaji, A. Zarras, G. Webster, and C. Eckert, “Deep learning for
classification of malware system call sequences,” in Proceedings of Australasian
Joint Conference on Atrtificial Intelligence, pp. 137-149, Springer, Hobart, Australia,
December 2016.

23. B. Kolosnjaji, G. Eraisha, G. Webster, A. Zarras, and C. Eckert,
“Empowering convolutional networks for malware classification and analysis,” in
Proceedings of 2017 International Joint Conference on Neural Networks (IJJCNN),
pp. 3838-3845, San Diego, CA, USA, June 2017.

24. Uppal, Hussain Ahmad Madni, MemoonalJaved, and M. Arshad. "An
overview of intrusion detection system (IDS) along with its commonly used
techniques and classifications." International Journal of Computer Science and
Telecommunications 5.2 (2014): 20-24.

25. Anderson D, Lunt TF, Javitz H, Tamaru A, Valdes A. Detecting unusual
program behaviour using the statistical component of the next-generation intrusion
detection expert system (NIDES). Menlo Park, CA, USA: Computer Science
Laboratory, SRI International; 1995. SRIO-CSL-95-06.

26. Ghosh, A.K., Wanken, J., & Charron, F. Detecting anomalous and unknown

intrusions against programs. In K. Keus (Ed), Proceedings of the 14th annual



63

computer security applications conference , 1998, (pp. 259--267). IEEE Computer
Society, Los Alamitos,CA.

27. G. Macia Fernandez and E. Vazquez, “Anomaly-based Network intrusion
detection: Techniques, systems and Challenges”, Computers & Security, Vol. 28, No.
1-2, pp. 18-28, February-March 2009.

28. Harley Kozushko, “Intrusion Detection: Host-Based and Network-Based
Intrusion Detection Systems”, on September 11, 2003.

29. Paul Innella Tetrad, “The Evolution of Intrusion Detection Systems”, Digital
Integrity,LLC on November 16, 2001.

30. Sekar R., Gupta A., Frullo J., Shanbhag T., Tiwari A., Yang H., et al.
Specification-based anomaly detection: a new approach for detecting network
intrusions. In: Proceedings of the Ninth ACM Conference on Computer and
Communications Security; 2002. p. 265-74.

31. Zahoruiko, Lubov, et al. "Mathematical model and structure of a neural
network for detection of cyber attacks on information and communication
systems."” Informatyka, Automatyka, Pomiary w
GospodarceiOchronieSrodowiska 14.3 (2024): 49-55.

32. Ngkland, Arild. "Direct feedback alignment provides learning in deep neural
networks." Advances in neural information processing systems 29 (2016).

33. Subbotin, Sergey Alexandrovich, and Sergey AlexandrovichSubbotin.
“Neural Networks: Theory and Practice.” (2020).

34. Haykin, Simon. Neural networks and learning machines, 3/E. Pearson
Education India, 20009.

35. Savchenko, Alina Stanislavivna, and Alexey AlekseevichSinelnikov.
“Methods and Systems of Artificial Intelligence (Textbook).” (2017).

36. Singh, Jaswinder, and Rajdeep Banerjee. "A study on single and multi-layer
perceptron neural network." 2019 3rd International Conference on Computing
Methodologies and Communication (ICCMC). IEEE, 2019.

37. Bebeshko, Bohdan, et al. "Use of Neural Networks for Predicting
Cyberattacks." CPITS I. 2021.



64

38. Ali, Osman, and Paul Cotae. "Towards DoS/DDoS attack detection using
artificial neural networks." 2018 9th IEEE Annual Ubiquitous Computing,
Electronics & Mobile Communication Conference (UEMCON). IEEE, 2018.

39. Adams, Samuel Olorunfemi, EdnahAzikwe, and Mohammed Anono Zubair.
"Artificial Neural Network Analysis of Some Selected KDD CUP99 Dataset for
Intrusion Detection.” Acta Informatica Malaysia (AIM) (2022).

40. Akbilgic, O., Bozdogan, H. & Balaban, M.E. A novel Hybrid RBF Neural
Networks model as a forecaster. Stat Comput 24, 365-375 (2014).
https://doi.org/10.1007/s11222-013-9375-7

41. Ho, Samson, et al. "A novel intrusion detection model for detecting known

and innovative cyberattacks using convolutional neural network.” IEEE Open Journal
of the Computer Society 2 (2021): 14-25.

42. Bhuyan, Md Khokan, et al. "Convolutional Neural Networks Based
Detection System for Cyber-Attacks in Industrial Control Systems." Journal of
Computer Science and Technology Studies 6.3 (2024): 86-96.

43. Lee, Jonghoon, et al. "Cyber threat detection based on artificial neural
networks using event profiles." leee Access 7 (2019): 165607-165626.

44. Li, Chaopeng, Jinlin Wang, and Xiaozhou Ye. "Using a recurrent neural
network and restricted Boltzmann machines for  malicious traffic
detection." NeuroQuantology 16.5 (2018).

45. Kayacik, H. Gunes, A. Nur Zincir-Heywood, and Malcolm I. Heywood. "A
hierarchical SOM-based intrusion detection system." Engineering applications of
artificial intelligence 20.4 (2007): 439-451.

46. Kumar, Parasuraman, et al. "Analysis of intrusion detection in cyber attacks
using. DEEP learning neural networks." Peer-to-Peer  Networking and
Applications 14.4 (2021): 2565-2584.

47. Joya, Gonzalo, M. A. Atencia, and Francisco Sandoval. "Hopfield neural
networks for optimization: study of the different dynamics." Neurocomputing 43.1-4
(2002): 219-237.


https://doi.org/10.1007/s11222-013-9375-7

65

48. da Silva, Leonardo Enzo Brito, Islam Elnabarawy, and Donald C. Wunsch
I1. "A survey of adaptive resonance theory neural network models for engineering
applications." Neural Networks 120 (2019): 167-203.

49. Carpenter, Gail A., and Stephen Grossberg. Adaptive resonance theory.
Boston University Center for Adaptive Systems and Department of Cognitive and
Neural Systems, 2009.

50. J. F. Nieves, “Data Clustering for Anomaly Detection in Network Intrusion
Detection”, Research Alliance in Math and Science.
http://info.ornl.gov/sites/rams09/j _nieves_rodrigues/ Documents/report.pdf, (2009)
August 14.

51. M. Tavallaee, E. Bagheri, W. Lu and A. Ghorbani, “A Detailed Analysis of
the KDD’99 CUP Data Set”, The 2nd IEEE Symposium on Computational
Intelligence Conference for Security and Defense Applications (CISDA), (2009)



66
JOIJATOK A
# Self-Organizing Map
import 0s
from collections import Counter, defauldict
import numpy as np
import pandas as pd
from minisom import MiniSom
from sklearn.preprocessing import LabelEncoder, MinMaxScaler
from sklearn.model_selection import train_test_split
from sklearn.metrics import classification_report, accuracy_score
import matplotlib.pyplot as plt
# Konoirypauis
DATA PATH =r'R:/KDD99/kddcup.data_10percent_corrected'
RND =42
TEST_FRAC =0.25
SOM_DIM =18
SOM_ITERS = 10000
SOM_SIGMA =1.0
SOM_LR =05
np.random.seed(RND)
# IMeHa CTOBIILIIB
COLS =
‘duration’,'protocol_type','service’,'flag’,'src_bytes','dst_bytes','land’,'wrong_fragment’,'urgent’,"hot’,'n
um_failed_logins','logged_in','num_compromised’,'root_shell’,
'su_attempted’,'num_root','num_file_creations','num_shells','num_access_files','num_outbound_cmd
s'is_host_login','is_guest_login','count’,'srv_count','serror_rate’,
'srv_serror_rate','rerror_rate','srv_rerror_rate','same_srv_rate','diff_srv_rate','srv_diff_host_rate','dst_
host_count','dst_host_srv_count','dst_host_same_srv_rate','dst_host_diff_srv_rate’,
'dst_host_same_src_port_rate','dst_host_srv_diff_host_rate','dst_host_serror_rate','dst_host_srv_serr
or_rate','dst_host_rerror_rate','dst_host_srv_rerror_rate','Attack_type'
]
# Manmiar atak
DOS = {'back.",'land.",'neptune.’,'pod.",'smurf.",'teardrop."}
R2L = {'ftp_write.",'guess_passwd.','imap.",'multihop.','phf.",'spy.",'warezclient.','warezmaster.'}

U2R = {'buffer_overflow.','loadmodule.’,'perl.",'rootkit."}



PROBE = {'ipsweep.','nmap.','portsweep.’,'satan."}
def collapse_attack _label(lbl: str) -> str:
# 3BeieHHs OPUTBIHAIBHUX aTaK y MATh KaTeropii
if Ibl =="normal.":
return 'normal’
if Ibl in DOS:
return 'dos’'
if Iblin R2I:
return 'r2l'
if Iblin U2R:
return 'u2r'
if Ibl in PROBE:
return 'PROBE'
return 'other'
# 3unTyBaHHS Ta MIATOTOBKA
def load_and_prepare(path):
if not os.path.exists(path):
raise FileNotFoundError(f'®aiin ne 3uaiaeno: {path}")
df = pd.read_csv(path, header=None, names=COLS)
dff'group’] = df['Attack_type'].map(collapse_attack label)
df = df[df['group.isin({'normal’,'dos’,'r2I','u2r','probe})].reset_index(drop=True)
groups = df['group’].copy()
features_df = df.drop(columns=['Attack_type','group])
for c in features_df.select_dtypes(include=['object]).columns:
le = LabelEncoder()
features_dffc] = le.fit_transform(features_df[c].astype(str))
scaler = MinMaxScaler()
X_scaled = scaler.fit_transform(features_df.values.astype(np.float32))
return X_scaled, groups.values, scaler, features_df.columns.tolist()
X, y_raw, scale_obj, feature_names = load_and_prepare(DATA_PATH)
print(f"ITinroroBneno 3paskis: {X.shape[0]}, biu: {X.shape[1]}")
# IlepeTBOPUMO MITKH y YHCIIOBI 1HIEKCH
Ibl_encoder = LabelEncoder()
y_idx = Ibl_encoder.fit_transform(y_raw)

# Po30urTs train/test
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X_tr, X_te, y_tr_idx, y_te_idx = train_test_split(
X, y_idx, test_size=TEST_FRAC, random_state=RND, stratify=y_idx
)
# HanamryBanHs ta HaB4anHs SOM
som = MiniSom(x=SOM_DIM, y=SOM_DIM, input_len=X_tr.shape[1],
sigma=SOM_SIGMA, learning_rate=SOM_LR,
neighborhood_function='gaussian’, random_seed=RND)
som.random_weights_init(X_tr)
print("Tlounnaro HaBuyanHs SOM...")
som.train_random(data=X_tr, num_iteration=SOM_ITERS)
print("HaBuanns 3aBepuieHo")
# Ilooymosa U-matrix
um = som.distance_map()
plt.figure(figsize=(8, 6))
plt.imshow(um.T, origin="lower’, cmap="virdis’)
plt.colorbar(label="U-distance")
plt.title("U-Matrix (SOM)")
plt.xlabel("X")
plt.ylabel('L")
plt.tight_layout()
plt.show()
# IlpuBsi3ka By3JIiB J10 KJIaciB
def build_bm_label _map(som_model, data_vectors, data_labels):
node_to_labels = defaultdict(list)
for vec, lab in zip(data_vectors, data_labels):
winner = som_model.winner(vec)
node_to_labels[winner].append(int(lab))
node_to_dominant = {}
for node, labs in node_to_labels.items():
most_common = Counter(labs).most_common(1)[0][0]
node_to_dominant[node] = most_common
return node_to_dominant
bmu_to_label = build_bmu_label _map(som, X _tr, y_tr_idx)
# dyHKIiA POTHO3Y VI OIMHOYHOTO BEKTOpa

def predict_with_som(som_model, bmu_map, vector, fallback_label):
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winner = som_model.winner(vector)
return bmu_map.get(winner, fallback_label)
fallback = Counter(y_tr_idx).most_common(1)[0][0]
# Ominka nmepe0aYCHHS HA TECTI
y_pred_te = np.array([predict_with_som(som, bmu_to_label, v, fallback) for v in X_te])
acc_test = accuracy_score(y_te_idx, y_pred_te)
print(f"\n TounicTs Ha Tecti: {acc_test:.4f}")
# Ilporin mo BcbOMy JaTacery 1 nijgpaxyHok recall mo kiacax
y_pred_all = np.array([predict_with_som(som, bmu_to_label, v, fallback) for v in X])
print("\nTouwnicTs Mo Ki1acax (y %):")
for class_index, class_name in enumerate(lbl_encoder.classes ):
total = np.sum(y_idx == class_index)
correct = np.sum((y_idx == class_index) & (y_pred_all == class_index))
recall_pct = 100.0 * correct / total if total > 0 else 0.0
print(f* {class_name}: {correct}/{total} = {recall pct:.2f}%")

# Hopfield anst KDD'99
import numpy as np
import pandas as pd
from sklearn.preprocessing import LabelEncoder
from sklearn.metrics import confusion_matrix, accuracy_score
DATA PATH = r'R:\KDD99\kddcup.data_10_percent_corrected'
# 3untyBaHHsA 1 mpeaoOpoOKa
def prepare_kdd99(path):
cols=]
‘duration’,'protocol_type','service’,'flag’,'src_bytes','dst_bytes','land’,'wrong_fragment','urgent’,
'hot’,'num_failed_logins','logged_in','num_compromised','root_shell','su_attempted','num_root’,
'num_file_creations','num_shells','num_access_files','num_outbound_cmds','is_host_login','is_guest
_login', ‘count’,'srv_count','serror_rate','srv_serror_rate','rerror_rate','srv_rerror_rate','same_srv_rate’,
'diff_srv_rate','srv_diff_host_rate','dst_host_count','dst_host_srv_count','dst_host_same_srv_rate’,
'dst_host_diff_srv_rate','dst_host_same_src_port_rate','dst_host_srv_diff _host_rate','dst_host_serror
_rate', 'dst_host_srv_serror_rate','dst_host_rerror_rate','dst_host_srv_rerror_rate',"attack _label’
]
df = pd.read_csv(path, header=None, names=cols)

# I'pynyeMo TUIK aTak y Kjlacu
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mapping = {'normal.": 0}
dos_attacks = ['back.",'land.",'neptune.’,'pod.",'smurf.",'teardrop.’]
r2l_attacks =
['ftp_write.','guess_passwd.','imap.",'multihop.’,'phf.",'spy.",'warezclient.’,'warezmaster.']
u2r_attacks = [‘buffer_overflow.','loadmodule.’,'perl.",'rootkit."]
probe_attacks = ['ipsweep.','nmap.’,'portsweep.','satan."]
for ain dos_attacks: mapping[a] =1
for ain r2l_attacks: mapping[a] = 2
for ain u2r_attacks: mapping[a] =3
for a in probe_attacks: mapping[a] = 4
dff'y'] = df[‘attack_label'].map(mapping)
df.drop(columns=["attack _label], inplace=True)
# KateropiaibHi -> YUCIOBI
cat_cols = df.select_dtypes(include=['object’]).columns.tolist()
for c in cat_cols:
le = LabelEncoder()
dffc] = le.fit_transform(df[c].astype(str))
X = df.drop(columns=['y']).values.astype(float)
y = df['y"].values.astype(int)
return X,y
# Io6ymosa Hopfield-marpurs
def build_class_hopfields(X_train, y_train):
classes = np.unique(y_train)
class_weights = {}
for cls in classes:
P = X _train[y_train == cls]
if P.shape[0] == 0:
continue
W = np.zeros((P.shape[1], P.shape[1]), dtype=float)
forpinP:
W += np.outer(p, p)
W /= max(1, P.shape[0])
np.fill_diagonal(W, 0.0)
class_weights[int(cls)] = W

return class_weights



# 3amyCcK Mepexi Ta MpOrHO3
def recall_and_classify(class_nets, X, steps=5):
n_samples, n_feats = X.shape
preds = np.zeros(n_samples, dtype=int)
classes = sorted(class_nets.keys())
for i in range(n_samples):
x0 = X[i].copy()
unique_vals = np.unique(x0)
if not set(unique_vals).issubset({-1, 1}):
X0 = np.where(x0 >=0, 1, -1)
dist_per_class = {}
for cls in classes:
W = class_nets[cls]
s = x0.copy()
for _in range(steps):
idxs = np.random.permutation(n_feats)
for idx in idxs:
net = W[idx, :].dot(s)
s[idx] = 1 if net >= 0 else -1
dist = np.sum(s != x0)
dist_per_class[cls] = dist
preds[i] = min(dist_per_class, key=dist_per_class.get)
return preds
# OiHapu3aiis
def bipolar_binarize_by median(X):
med = np.median(X, axis=0)
Xb = np.where(X > med, 1, -1)
return Xb
# I'onoBHUI BUKOHYBAJIbHUM OJOK
if _name__ ==' main__"
print("3aBanTaxkeHHs Ta mpeaoopoOKa qaHux...")
X_raw, y = prepare_kdd99(DATA PATH)
print(f"Po3mip moBHoro Habopy: {X_raw.shape}, knacu: {np.unique(y)}")
X_bin = bipolar_binarize_by median(X_raw)

print("binapuzaiis 3aBepieHa (3HaueHHs -1/+1).")
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normal_indices = np.where(y == 0)[0][:10000]
attack_indices = np.where(y !'= 0)[0]
train_indices = np.concatenate([normal_indices, attack indices])
X_train = X_bin[train_indices]
y_train = y[train_indices]
print(f'TpenyBanpaux npuknaais: {X_train.shape[0]} (normal: {normal_indices.size}, attacks:
{attack_indices.size})")
nets = build_class_hopfields(X_train, y_train)
print(f'Tlo6ynoBano Barosi matpuiii ;s kiacis: {sorted(nets.keys())}")
# IlporHo3 asist BChOro HaOOPy
print("IIporuo3 mist Bcboro Habopy (MOXke 3aliHATH Yac)...")
y_pred = recall_and_classify(nets, X_bin, steps=4)
attack_classes = [1, 2, 3, 4]
labels_names = {1: 'dos’, 2: 'r2l', 3: 'u2r', 4: 'probe'}
cm = confusion_matrix(y, y_pred, labels=attack_classes)
print("\nOminka as Ki1aciB aTak (1Mo KOXXHOMY Kiacy):")
for i, cls in enumerate(attack_classes):
tp = cm[i, 1]
total = cm[i].sum()
perc = (tp / total * 100) if total > 0 else 0.0
print(f* {labels_names[cls]:>6}: {tp}/{total} -> {perc:.2f}% npasunsuo (recall)™)
# 3arajpHa TOYHICTH IO BChOMY JaTaceTy (BKIFOYAI0YH HOPMAJIbHI1)
acc_all = accuracy_score(y, y_pred) * 100
mask_attacks =y 1= 0
acc_attacks =  accuracy score(y[mask attacks], y pred[mask attacks]) * 100 if
mask_attacks.any() else 0.0
print(f"\n3aransHa TounicTh (Bci kaacu): {acc_all:.2f}%")

print(f*TouwnicTe Tinbku mo atakam: {acc_attacks:.2f}%")

#mlp

import 0s

import copy

import numpy as np
import pandas as pd

from collections import Counter
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from sklearn.preprocessing import LabelEncoder
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score, classification_report
import torch
import torch.nn as nn
import torch.optim as optim
# HanamryBaHHs
FILE_PATH = r'R:\KDD99\kddcup.data_10_percent_corrected'
RND =4
TRAIN_SHARE =0.75
BATCH = 300
EPOCHS = 200
LR =0.00456789
DEVICE =torch.device('cuda’ if torch.cuda.is_available() else ‘cpu’)
# IMena cToBMIIIB
COLS =
‘duration’,'protocol_type','service’,'flag’,'src_bytes','dst_bytes','land’,'wrong_fragment’,'urgent’,"hot’,
'num_failed_logins','logged _in','num_compromised’,'root_shell','su_attempted','num_root','/num_file
_creations','num_shells','num_access_files',)num_outbound_cmds','is_host_login','is_guest_login','c
ount','srv_count','serror_rate','srv_serror_rate','rerror_rate','srv_rerror_rate','same_srv_rate','diff_srv_
rate','srv_diff_host_rate’,
'dst_host_count','dst_host_srv_count’,'dst_host_same_srv_rate','dst_host_diff_srv_rate','dst_host_sa
me_src_port_rate','dst_host_srv_diff _host_rate','dst_host_serror_rate','dst_host_srv_serror_rate','dst
_host_rerror_rate', 'dst_host_srv_rerror_rate','Attack_type'
]
# Manmniar atak
DOS_LIST = {'back.’, 'land.’, 'neptune.’, 'pod.', 'smurf.’, ‘teardrop.}
R2L_LIST = {ftp_write.", 'guess passwd., '‘imap., 'multihop.’, 'phf.’, ‘spy.’, ‘warezclient.’,
‘warezmaster.'}
U2R_LIST = {'buffer_overflow.", 'loadmodule.’, 'perl., 'rootkit.}
PROBE_LIST = {'ipsweep.', 'nmap.', ‘portsweep.', 'satan.'}
def map_to_group(x):

if xin DOS_LIST:

return 'dos'
if xin R2L_LIST:



return 'r2l'
if X in U2R_LIST:
return 'u2r'
if x in PROBE_LIST:
return ‘probe’
if X =="normal.".
return 'normal’
return ‘other'
# 3aBaHTa)XE€HHS 1 MIJTOTOBKA J1aTACeTy
def load_and_prepare(path):
if not os.path.exists(path):
raise FileNotFoundError(f*®aiin ne 3naiineno: {path}")
df = pd.read_csv(path, header=None, names=COLS)
dff'group’] = dff'Attack_type'].map(map_to_group)
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df = dffdf['group’].isin({'dos’,'r2I','u2r','probe’,'normal'})].reset_index(drop=True)

for ¢ in df.columns:
if df{c].dtype == object and ¢ not in ['Attack_type','group]:
le = LabelEncoder()
dffc] = le.fit_transform(df[c])
X = df.drop(columns=['Attack_type','group’).values.astype(np.float32)
label_order = ['dos','r2I','u2r’,'probe’,'normal’]
y_indices = df['group’].map({k:i for i,k in enumerate(label_order)}).values
y_onehot = np.zeros((len(y_indices), 5), dtype=np.float32)
y_onehot[np.arange(len(y_indices)), y_indices] = 1.0
return X, y_onehot, y_indices, label_order
X_all, Y _onehot_all, Y_idx_all, LABELS = load_and_prepare(FILE_PATH)
n_samples, n_features = X _all.shape
print(f"®iu: {n_features}, spaskis: {n_samples}")
# Po30utTa Ha train/test
train_X, test_X, train_y _onehot, test y onehot = train_test_split(
X_all, Y_onehot_all, train_size=TRAIN_SHARE, random state=RND,
shuffle=True
)
# KOHBepTaHi}I Y TCH30pH

Xtr = torch.tensor(train_X, dtype=torch.float32).to(DEVICE)

stratify=Y _idx_all,



Ytr = torch.tensor(train_y_onehot, dtype=torch.float32).to(DEVICE)
Xte = torch.tensor(test_X, dtype=torch.float32).to(DEVICE)
Yte = torch.tensor(test_y_onehot, dtype=torch.float32).to(DEVICE)
# CTpyKTypyeEMO MOJEINb
class MLPNet(nn.Module):
def __init__ (self, inp_dim, h1=55, h2=28, h3=12, out_dim=5):
super().__init__()
self.fc1 = nn.Linear(inp_dim, hl)
self.actl = nn.ReLU()
self.fc2 = nn.Linear(h1, h2)
self.act2 = nn.ReLU()
self.fc3 = nn.Linear(h2, h3)
self.act3 = nn.ReLU()
self.out = nn.Linear(h3, out_dim)
self.final = nn.Sigmoid()
def forward(self, x):
x = self.act1(self.fc1(x))
x = self.act2(self.fc2(x))
x = self.act3(self.fc3(x))
x = self.final(self.out(x))
return x
model = MLPNet(n_features).to(DEVICE)
# Onrumizatop i l0ss
optimizer = optim.Adam(model.parameters(), Ir=LR)
loss_fn = nn.MSELo0ss()
# [linroroBKa 1HAEKCIB OaTyiB
num_train = Xtr.shape[0]
batch_starts = list(range(0, num_train, BATCH))
best_mse = float('inf)
best_state = None
history_mse =[]
# TpeHyBaHHS
for epoch in range(EPOCHYS):
model.train()

epoch_loss = 0.0
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perm = torch.randperm(num_train, device=DEVICE)
Xtr_shuffled = Xtr[perm]
Ytr_shuffled = Ytr[perm]
for s in batch_starts:
xb = Xtr_shuffled[s:s+BATCH]
yb = Ytr_shuffled[s:s+BATCH]
preds = model(xb)
loss = loss_fn(preds, yb)
optimizer.zero_grad()
loss.backward()
optimizer.step()
epoch_loss += loss.item() * xb.size(0)
# OIlIHKA Ha TECT1 KOXKHY €TOXY
model.eval()
with torch.no_grad():
y_pred_test = model(Xte)
mse = loss_fn(y_pred_test, Yte).item()
history_mse.append(mse)
if mse < best_mse:
best_mse = mse
best_state = copy.deepcopy(model.state_dict())
if epoch % 20 == 0 or epoch == EPOCHS-1:
print(f"Emoxa {epoch+1}/{EPOCHS} - train_loss~{epoch loss/num_train:.5f},
test mse={mse:.6}, best_ mse={best_mse:.6f}")
# moBepTaEMO HalKpaly MOJelb
if best_state is not None:
model.load_state dict(best_state)
# repeTBOPEHHS BUXOY B KJIacH 1 MiJJpaXyHOK BiJICOTKIB
model.eval()
with torch.no_grad():
all_preds = model(torch.tensor(X_all, dtype=torch.float32).to(DEVICE)).cpu().numpy() # (N,5)
pred_indices = np.argmax(all_preds, axis=1)
true_indices = np.argmax(Y_onehot_all, axis=1)
acc = (pred_indices == true_indices).mean() * 100.0

print(f"\n3aranpHa TOuHICTH Ha BcbOMY naTaceTi: {acc:.2f}%")



label_map = {0:'dos",1:"r2I',2:'u2r',3:'probe’,4:'normal}
pred_counts = Counter(label_map([i] for i in pred_indices)
true_counts = Counter(label_map([i] for i in true_indices)
# NMOKIJIaJHIIIA CTATHCTHKA
per_class_acc = {}
for cls_idx, cls_name in label_map.items():
mask = (true_indices == cls_idx)
if mask.sum() == 0:
per_class_acc[cls_name] = None
else:
per_class_acc[cls_name] = (pred_indices[mask] == cls_idx).mean() * 100.0
print("\nTounicts mo k1acax (y %):")
for k in ['dos','r2l','u2r",'probe’,'normal’]:
v = per_class_acc[k]
if v is None:
print(f* {k}: - (memae 3paskis)")
else:
print(f* {k}: {v:.2f}%")

# MLP+CNN

import 0s

import copy

import numpy as np

import pandas as pd

from sklearn.model_selection import train_test_split

from sklearn.preprocessing import StandardScaler

import torch

import torch.nn as nn

import torch.nn.functional as F

from torch.utils.data import Dataset, Datal_oader, WeightedRandomSampler
# Kondiryparis

DATA FILE =r'R:/KDD99/kddcup.data_10 percent_corrected'
SEED =42

BATCH = 256

EPOCHS =40

77



78

DEVICE =torch.device('cuda’ if torch.cuda.is_available() else ‘cpu’)

NORMAL_BOOST = 3.0

np.random.seed(SEED)

torch.manual_seed(SEED)

COLS =
‘duration’,'protocol_type','service’,'flag’,'src_bytes','dst_bytes','land’,'wrong_fragment','urgent’,
'hot’,'num_failed_logins','logged_in','num_compromised','root_shell','su_attempted','num_root’,

'num_file_creations','num_shells','num_access_files','num_outbound_cmds','"is_host_login','is_guest

_login','count’,'srv_count','serror_rate','srv_serror_rate','rerror_rate','srv_rerror_rate','same_srv_rate',
'diff_srv_rate','srv_diff _host_rate','dst_host_count’,'dst_host_srv_count','dst_host_same_srv_rate’,

'dst_host_diff_srv_rate','dst_host_same_src_port_rate','dst_host_srv_diff _host_rate','dst_host_serror

_rate','dst_host_srv_serror_rate','dst_host_rerror_rate','dst_host_srv_rerror_rate','Attack_type'

]

# 3aBaHTaXKEHHS

def load_and_onehot(path):
df = pd.read_csv(path, header=None, names=COLS)
dos = {'back.",'land.",'neptune.’,'pod.",'smurf.",'teardrop.}
r2l = {'ftp_write.",'guess_passwd.','imap.','multihop.’,'phf.",'spy.",' warezclient.','warezmaster.'}
u2r = {'buffer_overflow.','loadmodule.",'perl.",'rootkit.}
probe = {'ipsweep.','nmap.','portsweep.’,'satan. '}
idx_map = {}
idx_map.update({k:0 for k in dos})
idx_map.update({k:1 for k in r21})
idx_map.update({k:2 for k in u2r})
idx_map.update({k:3 for k in probe})
idx_map['normal.] = 4
indices = dff'Attack_type'].map(lambda v: idx_map.get(v, 4)).astype(int).values
onehots = np.eye(5, dtype=np.float32)[indices]
df = df.drop(columns=['Attack_type)

# KareropianbHi Koryemo depe3 pandas
for c in ['protocol_type','service','flag]:
df[c] = pd.Categorical(df[c]).codes

X = df.values.astype(np.float32)
return X, onehots, indices

# Jlatacer



class KDDDataset(Dataset):
def __init__ (self, X, y_idx):
self.X = torch.from_numpy(X).float()
self.y = torch.from_numpy(np.array(y_idx)).long()
def __len__ (self):
return len(self.X)
def __getitem__(self, i):
return self.X[i], self.y[i]
# Hesenmuka CNN-Mogenb
class BetterNet(nn.Module):
def __init_ (self, in_features=41, n_classes=5):
super().__init__ ()
self.convl = nn.Conv1d(1, 16, kernel_size=5, padding=2)
self.bnl = nn.BatchNorm1d(16)
self.conv2 = nn.Conv1d(16, 32, kernel_size=3, padding=1)
self.bn2 = nn.BatchNorm1d(32)
self.pool = nn.MaxPool1d(2)
conv_out = (in_features // 2) * 32
self.fc1 = nn.Linear(conv_out, 128)
self.drop = nn.Dropout(0.3)
self.fc2 = nn.Linear(128, n_classes)
def forward(self, x):
X = X.unsqueeze(1)
x = F.relu(self.bnl(self.convi(x)))
x = self.pool(F.relu(self.bn2(self.conv2(x))))
X = x.view(x.size(0), -1)
x = F.relu(self.fc1(x))
x = self.drop(x)
return self.fc2(x)

# Metpuka

def compute_recalls(model, X _np, y_idx_np, device=DEVICE):

model.eval()

with torch.no_grad():
X_t =torch.from_numpy(X_np).float().to(device)
logits = model(X_t)
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preds = logits.argmax(dim=1).cpu().numpy()
true = np.array(y_idx_np)
recalls = {}
for ¢, name in enumerate(['dos','r2I','u2r','probe’,'normal’]):
tp = int(((preds == c) & (true == c¢)).sum())
tot = int((true == c).sum())
recalls[name] = (tp, tot, (tp / tot * 100) if tot > O else 0.0)
overall = (preds == true).mean() * 100
return recalls, overall
# TpenyBanbHUN UK
def train_loop_focus_normal(model, opt, loss fn, train_loader, val_loader, X val full,
y_val_idx_full, epochs=EPOCHS, device=DEVICE):
best_normal_recall =-1.0
best_state = None
for ep in range(1, epochs+1):
model.train()
running = 0.0
for xb, yb in train_loader:
xb = xb.to(device); yb = yb.to(device)
logits = model(xb)
loss = loss_fn(logits, yb)
opt.zero_grad(); loss.backward(); opt.step()
running += loss.item() * xb.size(0)
train_loss = running / len(train_loader.dataset)
# Baminmanisa
model.eval()
val_loss = 0.0
with torch.no_grad():
for xb, yb in val_loader:
xb, yb = xb.to(device), yb.to(device)
val_loss += loss_fn(model(xb), yb).item() * xb.size(0)
val_loss /= len(val_loader.dataset)
recalls, overall = compute_recalls(model, X_val_full, y_val _idx_full, device=device)
normal_tp, normal_tot, normal_pct = recalls['normal’]

# 30epiraeMo mMozenb 3 Halkpanium recall
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if normal_pct > best_normal_recall:
best_normal_recall = normal_pct
best_state = copy.deepcopy(model.state_dict())
print(f'[{ep}/{epochs}] train_loss={train_loss:.4f} val_loss={val_loss:.4f}
normal_recall={normal_pct:.2f}% overall={overall:.2f}%")
print(" per-class recalls:", {k: f'{v[0]}/{V[1]} ({Vv[2]:.2f}%)" for k,v in recalls.items()})
return best_state, best_normal_recall
def main():
if not os.path.exists(DATA_FILE):
raise FileNotFoundError(f'®aiin ne 3naiineno: {DATA_FILE}")
X, y_onehot, y _idx = load_and_onehot(DATA_FILE)
print("Loaded X,y shapes:", X.shape, y_onehot.shape)
X_tr, X_val, idx_tr, idx_val = train_test_split(X, y_idx, train_size=0.75, random_state=SEED,
stratify=y_idx)
# CranmapTH3altis
scaler = StandardScaler().fit(X_tr)
X_tr_s = scaler.transform(X_tr)
X_val_s = scaler.transform(X_val)
X_all_s = scaler.transform(X)
# IlinroroBka maraceris
train_ds = KDDDataset(X_tr_s, idx_tr)
val_ds = KDDDataset(X_val_s, idx_val)
unique, counts = np.unique(idx_tr, return_counts=True)
class_counts = dict(zip(unique, counts))
print("Train class counts:", class_counts)
n_classes =5
base_weights = np.zeros(n_classes, dtype=np.float32)
total = len(idx_tr)
for ¢ in range(n_classes):
cnt = class_counts.get(c, 0)
base_weights[c] = (total / (cnt + 1e-9)) if cnt>0 else 0.0
base_weights[4] *= NORMAL_BOOST
base_weights = base_weights / base_weights.sum() * n_classes

class_weights_t = torch.from_numpy(base_weights).float().to(DEVICE)
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print("Class weights (used in CrossEntropyLoss):", dict(zip(range(n_classes),

base_weights.tolist())))
sample_weights = np.array([base_weights[Ibl] for Ibl in idx_tr], dtype=np.float32)

sampler = WeightedRandomSampler(weights=sample_weights,

num_samples=len(sample_weights), replacement=True)
train_loader = DataLoader(train_ds, batch_size=BATCH, sampler=sampler, drop_last=False)
val_loader = DataLoader(val_ds, batch_size=BATCH, shuffle=False)
model = BetterNet(in_features=X.shape[1], n_classes=n_classes).to(DEVICE)
optimizer = torch.optim. AdamW/(model.parameters(), Ir=1e-3, weight_decay=1e-5)

loss_fn = nn.CrossEntropyLoss(weight=class_weights_t) # MyabTHKIACOBI JOTITH

best_state, best normal = train_loop_focus_normal(model, optimizer, loss_fn, train_loader,

val_loader,
X _val_s, idx_val, epochs=EPOCHS, device=DEVICE)

if best_state is not None:

model.load_state dict(best_state)
print(f"\nLoaded best model by normal recall: {best_normal:.2f}% on validation")
# OriHka Ha BChOMY JaTaceTi
recalls_all, overall_all = compute_recalls(model, X _all_s, y_idx, device=DEVICE)
print("\nFinal recalls on full dataset:")
for k,v in recalls_all.items():

print(f* {k:>6}: {v[O]}{V[1]} -> {Vv[2]:.2}%")
print(f"\nOverall accuracy: {overall _all:.2f}%")

if _name__==' main_ "

main()

# T'iopun (Hopfield + Transformer)

import 0s

import copy

import numpy as np

import pandas as pd

from sklearn.model_selection import train_test_split
from sklearn.preprocessing import StandardScaler
import torch

import torch.nn as nn
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import torch.nn.functional as F

from torch.utils.data import Dataset, Datal.oader, WeightedRandomSampler

# Kondirypamis

DATA _FILE =r'R:/KDD99/kddcup.data_10_percent_corrected'

SEED =42

BATCH = 256

EPOCHS =30

DEVICE =torch.device('cuda’ if torch.cuda.is_available() else ‘cpu’)

np.random.seed(SEED)

torch.manual_seed(SEED)

COLS =
‘duration’,'protocol_type','service’,'flag’,'src_bytes','dst_bytes','land’,'wrong_fragment','urgent’,
‘hot’,'num_failed_logins','logged_in','num_compromised’,'root_shell','su_attempted','num_root’,

'num_file_creations','num_shells','num_access_files','num_outbound_cmds','is_host_login','is_guest

_login','count’,'srv_count','serror_rate','srv_serror_rate','rerror_rate','srv_rerror_rate','same_srv_rate’,
'diff_srv_rate','srv_diff _host_rate','dst_host_count’,'dst_host_srv_count’,'dst_host_same_srv_rate',

'dst_host_diff_srv_rate','dst_host_same_src_port_rate','dst_host_srv_diff_host_rate’,'dst_host_serror

_rate', 'dst_host_srv_serror_rate','dst_host_rerror_rate','dst_host_srv_rerror_rate','Attack_type'

]

# Y1ty naaux

def load_and_prepare(path):
df = pd.read_csv(path, header=None, names=COLS)
dos = {'back.",'land.",'neptune.’,'pod.",'smurf.",'teardrop.}
r2l = {'ftp_write.",'guess_passwd.','imap."','multihop.’,'phf.",'spy.",'warezclient.','warezmaster.'}
u2r = {'buffer_overflow.''loadmodule.",'perl.",'rootkit.}
probe = {'ipsweep.','nmap.','portsweep.’,'satan. '}
idx_map = {}
idx_map.update({k:0 for k in dos})
idx_map.update({k:1 for k in r21})
idx_map.update({k:2 for k in u2r})
idx_map.update({k:3 for k in probe})
idx_map['normal.] =4
y_idx = df['Attack_type'].map(lambda v: idx_map.get(v, 4)).astype(int).values
y_onehot = np.eye(5, dtype=np.float32)[y_idx]
df = df.drop(columns=['Attack_type')



# KOJTydMO KaTeropiaibHO 3a JOIMOMOTOI0 KO/IiB pandas
for c in ['protocol_type','service','flag']:
dffc] = pd.Categorical(dfc]).codes
X = df.values.astype(np.float32)
return X, y_onehot, y_idx
# Jlatacer
class TabDataset(Dataset):
def _init_ (self, X, y_idx):
self.X = torch.from_numpy(X).float()
self.y = torch.from_numpy(np.array(y_idx)).long()
def __len_ (self):
return len(self.X)
def __ getitem__(self, i):
return self.X[i], self.y[i]
# [IporoTumn moaysnsi, moaioHoTO 10 Xomndiaga
class HopfieldPrototypes:
def __init__ (self, n_classes=5):
self.n_classes = n_classes
self.prototypes = None
self. medians = None
def fit(self, X_train, y_train_idx):
med = np.median(X_train, axis=0)
self. medians = med
Xb = np.where(X_train > med, 1.0, -1.0) # bipolar

protos = np.zeros((self.n_classes, Xb.shape[1]), dtype=np.float32)

for ¢ in range(self.n_classes):
sel = Xb[np.where(y_train_idx == c)]
if sel.shape[0] == O:
protos[c, :] =0.0
else:
p = sel.mean(axis=0)
norm = np.linalg.norm(p) + le-9
protos|c, :] = (p / norm).astype(np.float32)
self.prototypes = protos
def transform(self, X):
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if self.prototypes is None or self.medians is None:
raise RuntimeError("HopfieldPrototypes not fitted")
Xb = np.where(X > self.medians, 1.0, -1.0).astype(np.float32)
sims = Xb.dot(self.prototypes.T)
return sims
# Tabmuanuii Koaep TpaHc(hopMaTOPHOTO TUITY
class TabTransformerEncoder(nn.Module):
def __init__ (self, n_features, d_model=64, n_heads=4, n_layers=2, dropout=0.1):
super().__init__()
self.n_features = n_features
self.d_model = d_model
self.feature_proj = nn.Linear(1, d_model)
self.feature_id_embed = nn.Embedding(n_features, d_model)
encoder_layer = nn.TransformerEncoderLayer(d_model=d_model, nhead=n_heads,
dropout=dropout, dim_feedforward=128, activation="relu’)
self.transformer = nn. TransformerEncoder(encoder_layer, num_layers=n_layers)
self.dropout = nn.Dropout(dropout)
def forward(self, x):
B, F = x.size()
X_unsq = x.unsqueeze(-1)
proj = self.feature_proj(x_unsq)
ids = torch.arange(F, device=x.device).unsqueeze(0).expand(B, -1)
id_emb = self.feature_id_embed(ids)
seq = proj + id_emb
seq = seq.permute(1, 0, 2)
out = self.transformer(seq)
out = out.permute(l, 0, 2)
pooled = out.mean(dim=1)
pooled = self.dropout(pooled)
return pooled
# IloBHicTIO T'1OpHIHA MOJENB
class HybridTransformerHopfield(nn.Module):
def __init__ (self, n_features, n_classes=5, d_model=64, hopfield_dim=None):
super().__init__()
self.encoder = TabTransformerEncoder(n_features=n_features, d_model=d_model)
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self.n_classes = n_classes
total dim =d_model + n_classes
self.fc1 = nn.Linear(total_dim, 128)
self.drop = nn.Dropout(0.3)
self.fc2 = nn.Linear(128, n_classes)
def forward(self, x, hop_sims):
enc = self.encoder(x)
cat = torch.cat([enc, hop_sims], dim=1)
h = F.relu(self.fc1(cat))
h = self.drop(h)
logits = self.fc2(h)
return logits
# IToMiuHMK 3 HaBYaHHA / OLIHIOBAHHS
def compute_recalls(model, hop_module, scaler, X_np, y_idx_np, device=DEVICE):
model.eval()
with torch.no_grad():
Xs = scaler.transform(X_np)
X_t =torch.from_numpy(Xs).float().to(device)
hop_sims = torch.from_numpy(hop_module.transform(X_np)).float().to(device)
logits = model(X_t, hop_sims)
preds = logits.argmax(dim=1).cpu().numpy()
true = np.array(y_idx_np)
classes = ['dos','r2l','u2r’,'probe’,'normal’]
recalls = {}
for i,name in enumerate(classes):
tp = int(((preds == i) & (true ==1)).sum())
tot = int((true == 1).sum())
recalls[name] = (tp, tot, (tp/tot*100) if tot>0 else 0.0)
overall = (preds == true).mean() * 100
return recalls, overall
def train_loop(model, hop_module, scaler, train_loader, val X, val_y idx, optimizer, loss fn,
epochs=EPOCHS, device=DEVICE):
best_state = None
best_metric =-1.0

for ep in range(1, epochs+1):
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model.train()
running = 0.0
for xb, yb in train_loader:
xb = xb.to(device)
yb = yb.to(device)
raise RuntimeError
return best_state
# TpenyBanpHa mporpama 3 CUMYJISITOpaMU CTPUOKIB JUIsl KOJKHOTO 3pa3Kka
def run_training(X, y_onehot, y_idx):
X_tr, X val, idx_tr, idx_val = train_test_split(X, y_idx, train_size=0.75, random_state=SEED,
stratify=y_idx)
scaler = StandardScaler().fit(X_tr)
X_tr_s = scaler.transform(X_tr)
X_val_s = scaler.transform(X_val)
hop = HopfieldPrototypes(n_classes=5)
hop.fit(X_tr, idx_tr)
hop_sims_tr = hop.transform(X_tr)
hop_sims_val = hop.transform(X_val)
class HybridDataset(torch.utils.data. Dataset):
def _init__ (self, X scaled, hop_sims, y_idx):
self.Xs = torch.from_numpy(X_scaled).float()
self.hop = torch.from_numpy(hop_sims).float()
self.y = torch.from_numpy(np.array(y_idx)).long()
def __len_ (self):
return len(self.Xs)
def _ getitem__(self, i):
return self.Xs[i], self.hop[i], self.y[i]
train_ds = HybridDataset(X_tr_s, hop_sims_tr, idx_tr)
val_ds = HybridDataset(X_val_s, hop_sims_val, idx_val)
# Baru knaciB s CrossEntropy
unique, counts = np.unique(idx_tr, return_counts=True)
class_counts = dict(zip(unigue, counts))
n_classes =5
total = len(idx_tr)

class_weights = np.zeros(n_classes, dtype=np.float32)
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for ¢ in range(n_classes):
cnt = class_counts.get(c, 0)
class_weights[c] = (total / (cnt + 1e-9)) if cnt>0 else 0.0
# HOpMaTi3yBaTH MacITad
class_weights = class_weights / class_weights.sum() * n_classes
class_weights_t = torch.from_numpy(class_weights).float().to(DEVICE)
sample_weights = np.array([class_weights[Ibl] for Ibl in idx_tr], dtype=np.float32)
sampler = WeightedRandomSampler(weights=sample_weights,
num_samples=len(sample_weights), replacement=True)
def collate_fn(batch):
Xb = torch.stack([b[0] for b in batch], dim=0)
Hopb = torch.stack([b[1] for b in batch], dim=0)
yb = torch.stack([b[2] for b in batch], dim=0)
return Xb, Hopb, yb
train_loader = Datal oader(train_ds, batch_size=BATCH, sampler=sampler,
collate_fn=collate_fn)
val_loader = Dataloader(val _ds, batch_size=BATCH, shuffle=False, collate_fn=collate_fn)
model = HybridTransformerHopfield(n_features=X.shape[1], n_classes=n_classes,
d_model=64).to(DEVICE)
optimizer = torch.optim.AdamW/(model.parameters(), Ir=1e-3, weight_decay=1e-5)
loss_fn = nn.CrossEntropyLoss(weight=class_weights_t)
best_state = None
best_normal_recall = -1.0
for ep in range(1, EPOCHS+1):
model.train()
running_loss = 0.0
for Xb, Hopb, yb in train_loader:
Xb = Xb.to(DEVICE)
Hopb = Hopb.to(DEVICE)
yb = yb.to(DEVICE)
logits = model(Xb, Hopb)
loss = loss_fn(logits, yb)
optimizer.zero_grad()
loss.backward()

optimizer.step()
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running_loss += loss.item() * Xb.size(0)
train_loss = running_loss / len(train_loader.dataset)
# METpUKHU TIepeBIPKU 3 BUKOPUCTAHHIM MOTepeHb0 o0uncienoro hop sims_val Ta ckanepa
recalls, overall = compute_recalls(model, hop, scaler, X _val, idx_val, device=DEVICE)
normal_recall = recalls['normal‘][2]
if normal_recall > best_normal_recall:
best_normal_recall = normal_recall
best_state = copy.deepcopy(model.state_dict())
print(f*[Epoch {ep}/{EPOCHS}] train_loss={train_loss:.4f}
val_normal_recall={normal_recall:.2f}% overall_val={overall:.2f}%")
print(" per-class (val):", {k: " {v[0]}/{v[1]} ({Vv[2]:.2f}%)" for k,v in recalls.items()})
# 3aBaHTaKCHHS HAKPAII[OTO
if best_state is not None:
model.load_state dict(best_state)
# ocTaToyHa OLIHKA OBHOT'O HA0Opy AaHUX
recalls_full, overall_full = compute_recalls(model, hop, scaler, X, y_idx, device=DEVICE)
print("\nFinal recalls on full dataset:")
for k,v in recalls_full.items():
print(f* {k:>6}: {v[0]}/{V[1]} -> {V[2]:.2f}%")
print(f"\nOverall accuracy: {overall_full:.2f}%")
return model, hop, scaler
if _name_ ==' main_ "
if not os.path.exists(DATA_FILE):
raise FileNotFoundError(f'®aiin ue 3naiineno: {DATA FILE}")
X,y _onehot, y_idx = load_and_prepare(DATA_FILE)

model, hop_mod, scaler_obj = run_training(X, y_onehot, y_idx)

# CNN

import 0s

import numpy as np

import pandas as pd

from sklearn.preprocessing import LabelEncoder
from sklearn.model_selection import train_test_split
import torch

import torch.nn as nn
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import torch.optim as optim
from torch.utils.data import TensorDataset, DatalL.oader
# HanamryBaHHs
DATA _FILE =r'R:/KDD99/kddcup.data_10_percent_corrected'
RND_SEED =4
TRAIN_RATIO =0.75
BATCH_SZ = 256
EPOCHS =50
LR = 1e-3
DEVICE =torch.device('cuda’ if torch.cuda.is_available() else ‘cpu’)
# BCTaHOBHUMO Cijia JIJIs1 BIATBOPIOBAHOCTI
np.random.seed(RND_SEED)
torch.manual_seed(RND_SEED)
COLS =
‘duration’,'protocol_type','service’,'flag’,'src_bytes','dst_bytes','land’,'wrong_fragment','urgent’,'hot’,
'num_failed_logins','logged _in','num_compromised’,'root_shell','su_attempted','num_root','num_file
_creations','num_shells','num_access_files','num_outbound_cmds','is_host_login','is_guest_login','c
ount','srv_count','serror_rate','srv_serror_rate','rerror_rate','srv_rerror_rate','same_srv_rate','diff srv_
rate','srv_diff_host_rate’,
'dst_host_count','dst_host_srv_count’,'dst_host_same_srv_rate','dst_host_diff _srv_rate','dst_host_sa
me_src_port_rate’,
'dst_host_srv_diff_host_rate','dst_host_serror_rate','dst_host_srv_serror_rate','dst_host_rerror_rate’,
'dst_host_srv_rerror_rate','Attack_type'
]
# Manmniar atak
DOS SET ={back.''land.",'neptune.’,'pod.",'smurf.",'teardrop.}
R2L_SET =
{'ftp_write.",'guess_passwd.",'imap.','multihop.’,'phf."'spy.",'warezclient.','warezmaster.'}
U2R_SET ={buffer_overflow.','loadmodule.’,'perl.",'rootkit."}
PROBE_SET = {'ipsweep.','nmap.','portsweep.','satan.}
CLASS_ORDER = ['normal’,'dos','r2I','u2r",'probe’]
ONE_HOT ={

'normal.”: [1,0,0,0,0],

**{a:[0,1,0,0,0] for a in DOS_SET},

**{a: [0,0,1,0,0] for a in R2L_SET},
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**{a: [0,0,0,1,0] for a in U2R_SET},
**{a: [0,0,0,0,1] for a in PROBE_SET}
}
def map_attack _to_onehot(Ibl: str):
# fallback no normal sixiro 3ycrpiHeTbes HEBITOMUM JieiO
return ONE_HOT.get(lbl, [1,0,0,0,0])
# 3unTyBaHHS TAHUX
if not os.path.exists(DATA_FILE):
raise FileNotFoundError(f'®aiin ne 3naiineno: {DATA_FILE}")
raw = pd.read_csv(DATA_FILE, header=None, names=COLS)
# JlomaeMo KOJIOHKY 3 one-hot BEKTOpOM JJisi KOKHOTO psijiKa
raw['onehot’] = raw['Attack_type‘].map(map_attack _to_onehot)
# Bigokpemitoemo ¢idi
df_features = raw.drop(columns=['Attack_type','onehot’]).copy()
for col in df_features.select_dtypes(include=['object’]).columns:
df_features[col] = LabelEncoder().fit_transform(df_features[col].astype(str))
# IEpETBOPIOEMO Y YHUCTIOBI MAaCUBH
X_all = df_features.values.astype(np.float32)
y_all = np.vstack(raw['onehot'].values).astype(np.float32)
print(f'Ilinzrorosneno: digeri={X_all.shape[1]}, spaskis={X_all.shape[0]}")
# Po30utTs
stratify_idx = np.argmax(y_all, axis=1)
X_train, X_test, y train, y_test =train_test_split(
X all, y all, train_size=TRAIN_RATIO, random_state=RND SEED, stratify=stratify idx,
shuffle=True
)
X_train = X_train.reshape(-1, 1, X_all.shape[1])
X_test = X_test.reshape(-1, 1, X_all.shape[1])
X_full = X_all.reshape(-1, 1, X_all.shape[1])
train_ds = TensorDataset(torch.from_numpy(X_train).float(), torch.from_numpy(y_train).float())
test_ds = TensorDataset(torch.from_numpy(X_test).float(), torch.from_numpy(y_test).float())
full_ds = TensorDataset(torch.from_numpy(X_full).float(), torch.from_numpy(y_all).float())
train_loader = DatalLoader(train_ds, batch_size=BATCH_SZ, shuffle=True)
test_loader = Dataloader(test_ds, batch _size=BATCH_SZ)
full_loader = DatalLoader(full_ds, batch_size=512)



# Monenb
class ConvKDD(nn.Module):
def __init__ (self, in_ch=1, feat_len=41, out_dim=5):
super().__init__()
self.extract = nn.Sequential(
nn.Convld(in_ch, 32, kernel_size=3, padding=1),
nn.ReLU(inplace=True),
nn.MaxPool1d(2),
nn.Conv1d(32, 64, kernel_size=3, padding=1),
nn.ReLU(inplace=True),
nn.MaxPoolld(2)
)
flattened = 64 * (feat_len // 4)
self.head = nn.Sequential(
nn.Flatten(),
nn.Linear(flattened, 128),
nn.ReLU(inplace=True),
nn.Dropout(p=0.5),
nn.Linear(128, out_dim)
)
def forward(self, x):
x = self.extract(x)
x = self.head(x)
return x
model = ConvKDD(in_ch=1, feat_len=X_full.shape[2], out_dim=5).to(DEVICE)
# Brpara Ta onTEMi3aTop
criterion = nn.BCEWithLogitsLoss()
optimizer = optim.Adam(model.parameters(), Ir=LR)
# HaBuanHus
best_dev_loss = float('inf")
best_state = None
for epoch in range(1, EPOCHS + 1):
model.train()
running_loss = 0.0

for xb, yb in train_loader:
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xb = xb.to(DEVICE)
yb = yb.to(DEVICE)
optimizer.zero_grad()
logits = model(xb)
loss = criterion(logits, yb)
loss.backward()
optimizer.step()
running_loss += loss.item() * xb.size(0)
train_loss = running_loss / len(train_ds)
# Bamimaris Ha TecTi
model.eval()
dev_loss =0.0
with torch.no_grad():
for xb, yb in test_loader:
xb = xb.to(DEVICE)
yb = yb.to(DEVICE)
out = model(xb)
dev_loss += criterion(out, yb).item() * xb.size(0)
dev_loss = dev_loss / len(test_ds)
if dev_loss < best_dev_loss:
best_dev_loss = dev_loss
best_state = {k: v.cpu().clone() for k, v in model.state_dict().items()}
print(f"Emoxa {epoch}/{EPOCHS} — Train: {train_loss:.4f}, Test: {dev_loss:.4f}")
# BimHOBIIOEMO HaWKpaIly MOJIEIb
if best_state is not None:
model.load_state_dict(best_state)
# O1iHKa Ha BCbOMY JIaTaceTi
model.eval()
accum_preds =[]
accum_true =[]
with torch.no_grad():
for xb, yb in full_loader:
xb = xb.to(DEVICE)
logits = model(xb)
probs = torch.sigmoid(logits).cpu().numpy()
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preds = (probs >= 0.5).astype(int)
accum_preds.append(preds)
accum_true.append(yb.numpy().astype(int))
y_pred_all = np.vstack(accum_preds)
y_true_all = np.vstack(accum_true)
class_names = ['normal’,'dos’,'r2I','u2r','probe’]
print("\nTouwnicTs Mo ki1acax (y %):")
for idx, cname in enumerate(class_names):
true_positive = np.logical_and(y_true_all[:, idx] == 1, y_pred_all[:, idx] == 1).sum()
total_actual = (y_true_all[:, idx] == 1).sum()
recall_pct = 100.0 * true_positive / total_actual if total_actual > 0 else 0.0
print(f* {cname}: {true_positive}/{total actual} = {recall_pct:.2f}%")
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