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AHOTALIA

Iapnep O.C. Meton BUSIBIIGHHS BTOPTHEHb Y Mepexi IHTepHeTy peueil 3a
nornomMoror0 HellpoHHoi Mepexi. CnemianpHicTh 105 «[lpuxkmagna ¢isuka Ta
HaHoOMaTepiaiin». JloHeUbKUN HallloHaNbHUN YHIBepcuteT imeHl Bacuns Cryca,
Binnaus, 2025.

VY kBamidikariitHiii poOboTi po3po0ICHO METO ] BUSBJICHHS KIOCPBTOPTHEHD JIJIS
Mepex [HTepHeTy pedeil Ha OCHOBI TJIMOOKOTO HaBuaHHs. [IpoBeneHo MOpiBHAILHUN
aHani3 e(eKTHMBHOCTI peani3alii HeMpoMepeKeBUX Mojene y ¢dpeiiMBopkax
TensorFlow Ta PyTorch. 3anpornoHoBaHo apXiTekTypy 6aratoniapoBoro nepienTpoHa
512-256-128-64-3, onTuMi30BaHy ISl aHaJ13y BUCOKOBHUMIPHHUX JaHUX MEPEHKEBOTO
tpadiky. ExkcnepumeHTanbHO J0BeneHO tiepeBary TensorFlow 3a  TouHicTIO
kinacudikamii (99,33%) ta mBuakictio HaBuaHHA (16,4 xB), Tomi sk PyTorch
JIEMOHCTPY€E Kpallll MNOKa3HUKH MBUAKOCTI 1HDepeHcy (7 MIH omeparliii/c).
CdopmoBaHo pernpe3eHTaTUBHUMN AaTaceT 00'eMoM 4 MIJIbIOHU 3pa3KiB JJIsl HABYAHHS
Ta TECTYBaHHS CUCTEM BUSIBJICHHS aHOMaii. Pe3ynbratu qociiKeHHs: MOXKYTh OyTH
BIIPOBA/I’)KEHI B CHCTEMax KiOepOe3neKkn KpUTHIHOI 1HPpaCTPpyKTypH, PO3YMHHUX MICT
Ta npomuciaoBux loT-cucrem.

KinrouoBi crnoBa: kibepOesneka, IHTepHET peyel, BHUSBICHHS BTOPTHEHD,

HEHpPOHHI Mepex1, rmmboke HaBuaHHs, TensorFlow, PyTorch, DDoS-ataku.



ABSTRACT

Hardier O.S. Intrusion detection method for Internet of Things networks using
neural network. Specialty 105 "Applied Physics and Nanomaterials". Vasyl Stus
Donetsk National University, Vinnytsia, 2025.

The thesis develops an intrusion detection method for Internet of Things
networks based on deep learning. A comparative analysis of the effectiveness of neural
network models implementation in TensorFlow and PyTorch frameworks was
conducted. A multilayer perceptron architecture 512-256-128-64-3 optimized for high-
dimensional network traffic data analysis is proposed. TensorFlow superiority in
classification accuracy (99.33%) and training speed (16.4 min) was experimentally
proven, while PyTorch demonstrates better inference speed performance (7 million
operations/sec). A representative dataset of 4 million samples for training and testing
anomaly detection systems was formed. The research results can be implemented in
cybersecurity systems of critical infrastructure, smart cities and industrial IoT systems.

Keywords: cybersecurity, Internet of Things, intrusion detection, neural

networks, deep learning, TensorFlow, PyTorch, DDoS attacks.
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BCTYII

AKTYAJIBHICTH TeMH JTOCJIIKEHHS.

Crpimkuii po3BuTok TexHousorid Intepuery peueit (Internet of Things, [oT)
3YMOBJIIOE€ E€KCIIOHEHIIMHE 3pOCTaHHS KIJIBKOCTI MIAKIIOYEHUX MPHUCTPOIB, IO
B3a€EMOJIIOTH MK CO0010 Ta 3 riaobanbHuMu Mepexkamu. Li mpuctpoi 3ab6e3nedyoTh
HOBI MO>XKJIMBOCTI JUIsl aBTOMATH3allii 1 IMIBUIIECHHS €(PEKTUBHOCTI y Pi3HUX cdepax
JISJIBHOCT1, MPOTE 3 OJHOYACHUM 30UIBIICHHSM KIJTBKOCTI MPHUCTPOIB 3pOCTa€E 1
KUTbKICTh MOTEHLIWHUX 3arpo3 Juid iHpopmauiiHoi Oesmeku. TpamguriitHi meroau
3aXHUCTy, 3aCHOBAaHI Ha CHUTHATYPHOMY aHali3l, HE 3aBXIU MOXYTh €(HEKTHUBHO
MPOTUJIIATA CYyYaCHUM CKJIaJHUM KibepaTakam, ocoOnuBo y cepenoBuili [oT, ske
BIJIPI3HSIETHCSI BUCOKOIO JTMHAMIYHICTIO Ta PI3HOMAHITTAM 3arpo3. Y 3B'SI3Ky 3 UM
BUHMKAE TMOTpeba B po3poOlll HOBUX METOMIB BHUSIBICHHS BTOPTHEHb, 3JAaTHHUX
aIanTyBaTHUCS JI0 IIBUIKO 3MIHIOBAHOTO XapakTepy atak. OcobauBy yBary HayKOBIIIB
IIPUBEPTAIOTH IHTEIEKTYyalbHI1 MIIX0U, 30KpEMa HEUPOMEPEKEB] Ta IMyHHI METOAH
BUSIBJICHHSI BTOPTHEHb, 1110 3a0€3MeYyIOTh MMiJIBUIIEHY €(hEeKTUBHICTh CUCTEM O€3MeKU
3aBJIKH 3aTHOCTI aJanTyBaTUCA IO HOBUX 3arpo3.

Meta noc/iaKeHHs.

EmnipuyHe nopiBHSHHS €(pEKTUBHOCTI Ta MPOJYKTUBHOCTI HEHPOMEPEKEBUX
MOJieJIell BHSIBICHHS BTOPTHEHb, pEai30BaHMX 3a JOMNOMOIoK (peiiMBOpKIB
TensorFlow ta PyTorch, nis mepex InTepHery pedeii.

3aBaaHHA 10CTiIKEHHS.

JIns mocsATHEHHS TIOCTaBJAEHOT METH HEOOXIJIHO BUPIIIMTH TaKi OCHOBHI
3aBJIaHHS:

l. Po3poOuty 11€HTUYHI apXITEKTypH HEUPOHHUX MEPEX ISl BUSBICHHS
BTOpTHEHb y cepenoBuiiax TensorFlow ta PyTorch.

2. CdopmyBaTu penpe3eHTaTUBHUM HAOIp TaHUX HAa OCHOBI CHHTE30BAHOTO
[oT-Tpadiky, 10 IMITy€ peaabHl YMOBU MEPEKEBHUX aTaK.

3. [TpoBecTu excriepyuMeHTajIbHE JTOCIHIKEHHs, BUKOHABIIM HaBYaHHA Ta

OLIIHKY MOJENe 3a KOMIUIEKCOM METpUK (TouHicTh, Fl-mipa, yac HaBuYaHHA, 4yac

iH(pepeHcy).



4. BukoHaTH MOpIBHSUIBHUM aHali3 OTPUMAHUX PE3yJIbTATiB, BUBHAUMBIIN
CUJIbHI Ta CcJ1a0Ki CTOPOHHU KOXKHOTO (ppeiiMBOPKY B KOHTEKCTI 3a7au [oT-0e3mekwu.

O0’ekT mocigxeHHsas — mpolec 3abe3nedeHHs iHGopMaliiiHoi Oe3nexku B
Mepexax [HTepHeTy peyen.

IIpenmer aociigskeHHss — HEWpoMepeKeBl MOJENI BUSBICHHS BTOPTHEHb,
peamizoBani Ha ¢peitmBopkax TensorFlow Ta PyTorch.

MeToau X0CTiKeHH .

Y po6oTi BUKOpPHUCTAHO METOJM TTMOOKOrO HaBYaHHS, 30KpeMa OaraTomapoBi
nepuentponu (MLP), MeToau mopiBHSUIBHOTO aHai3y, CTATUCTHYHI METOAM OIIIHKH
AKOCTI Kiacudikaili, a TakoX eMIIPUYHl METOJW BHMIPY NPOIYKTUBHOCTI.
Excnepumentu mnpoBeaeHo B xmapHoMy cepenoBuili Google Colaboratory 3
BukopucranHam 010miorek TensorFlow, PyTorch, Scikit-learn, NumPy ta Pandas.

HaykoBa HOBH3HA N0JIATaE Y IPOBEIECHHI CHCTEMHOTO IOPIBHSUIBHOTO aHAJI3Y
edextuBHOCTI (perimBopkiB TensorFlow Tta PyTorch nana peamsanii cucrem
BUSIBJICHHSI BTOprHeHb B loT-Mepexax, 10 BKIFOYAE OIIHKY HE JIMIIE TOYHOCTI, a i
MPAKTUYHO BAKJIMBUX IMOKA3HUKIB TPOAYKTHBHOCTI, TaKMX SK Yac HABYAHHS Ta
IIIBUJIKOT1ST TIPH 00p0oO11i MepekeBoro Tpadiky.

IlpakTuyHe 3HaYeHHs pe3yabTaTiB. OTpUMaHi pe3yJbTaTH A03BOJIAIOTH
OOTpyHTyBaTu BUOIp THCTPYMEHTAPIIO IJisl PO3POOKH peaibHUX CUCTEM K10epOe3neKu
s [oT. Po3poOiieHi Mojieni Ta METOAMKA iX OLIHKKA MOXXYTh OyTH BUKOPHUCTaHI1 JIs
ctBopeHHs epektuBHUX IDS y Takux cdepax, sk po3ymHuil aim, npomuciosi [oT-
CUCTEMHU Ta 1HIII.

Crtpykrypa podoru.

PoGoTa cknamaeThes 3 BCTYIY, TPhOX OCHOBHUX PO3/I1TIB, 3aTaJIbHUX BUCHOBKIB,
CIIUCKY BUKOPUCTAHUX JpKepen Ta 1ojaaTkiB. OCHOBHA YacTHHA pOOOTH pO3ropHyTa Ha

72 cTOpIHKAaX.



PO3/ILJT 1 AHAJIITUYHUMI OT'JIsSIJ CUCTEM BUSABJIEHHS
KIBEPBTPYYAHD JIJISI MEPEK IHTEPHETY PEUEN

1.1 Cneuudika 3arpo3 Oe3neni B Mepexax IHTepHeTy pedeil Ta BUMOIH /10
CHCTEM 3aXHCTy

CTpiMKHUH PO3BUTOK MEpPEKEBUX TEXHOJOTIH TPHU3BIB [0 BUHUKHEHHS
koHuentii [aTepuery peueit (anrn. Internet of Things, [oT), mo 3HaxoAUTH CBOE
BTIJIEHHS B pO3YMHUX OyAMHKax Ta MICTax, CHCTEMax OXOPOHHU 3I0pOB’d Ta
kiOepdizuyHux cucremax. Sk 3a3HauvaloTh JOCHiAHUKH, [0T € CyKyIHICTIO
B3a€MOIIOB’SI3aHUX IPUCTPOIB HEBEJIMKOI IOTYXKHOCTI, KEPYBaHHS SKHUMH MOKE
31MCHIOBATHCS Yepe3 BeO-cepBicu a0o iHmI Tumu iHTepdeiicis [1]. Sk mpaBuio, Oyab-
sKa HOBA MOITYJIsIpHA TEXHOJIOT1S IPUBEPTAE yBary KiOEp3JI0BMHUCHHKIB, 11O MPAarHyTh
BUKOPUCTATH i1 JUIs 3M1MCHEHHS 3JIOBMUCHUX 11 pi3HUMH criocobamu. Lls mpobiema
MOCUJIIOETHCST BIJICYTHICTIO €IMHOI CTaHjapTu3ailii B ekocuctemi [oT, a Takox
IIMPOKUM BUKOPUCTAHHSM JICIEBUX Ta MAJONOTY>KHUX MPUCTPOIB [2], IO poOUTH iX
JIETKOI0 MINIEHHIO JJiS TaKuX aTak, SK BiAMoBa B oOciyroByBaHH1 (DoS) Ta
po3mo/iieHa BigMoBa B oocimyroByBanHi (DDoS) [2]. [ToxiOH1 aTaku 34aTHI 3aB1aBaTH
3HAYHUX 30UTKIB, IXHS MOMYJISPHICTH 3yMOBJIEHA BITHOCHOIO MIPOCTOTOIO peastizallii Ta
BEJIMKOIO KUIBKICTIO BIAKPUTOI 1H(OpMaIii mpo MeToIu iX nmpoBeAeHHs . OCHOBHA 171€s
TaKUX aTak MoJsrae B cnpoOl 3JI0BMUCHHMKA MOPYILIUTH KOPEKTHE (DYHKIIIOHYBaHHS
CUCTEMHU IIJITXOM NIEpEeBaHTAXKEHHS 11 pecypciB. BaykauBo BiI3HAYUTH, 1110 TPATUITIHHI
BHUCOKOSIKICHI PIIIEHHS B Tajly3i Ki0epOe3neKkyu YacTo BUSBISAIOTHCS Hee()EKTUBHUMU
1utst 3axucty cuctem [0T. Tomy mist 3a6e3nedeHHst 6€3MeYHOro0 PO3BUTKY AaHOI ramysi
HeoOX1HA pOo3po0Ka Ta BIPOBAHKCHHS CIICHIATI30BAHUX MPAKTUYHUX 3aXOiB
NpOTHLT, OTUMI30BaHUX i ocoOauBocTi [0T [2].

Koxen mpuctpiit loT moreHmiitHo € Bpa3iauBUM, a JaHi, SKi BiH 30upae Ta
00po0nsie, MaloTh LIHHICTh. KiOepaTakyu Ha Taki MPUCTPOI MOXKYTh 3aBAATU IIKOJU
00’eKkTaM KpUTHYHOI 1H(MpacTpykTypu Ta (i3uyHuM npuiagam. OTxe, KPUTUUHO
BAXUJIMBUM € CBO€YACHE BHSIBJICHHS pI3HOMAHITHUX Bpa3JIMBOCTEM Ta arak.
BpaxoBytoun aBTOoHOMHICTB npUcTpoiB 10T, siki yacTo QyHKIIOHYIOTH O€3 MOCTIMHOTO

BTPYYaHHSI KOPUCTyBaya, MEPCIEKTUBHUM € PO3BUTOK IHTEJICKTYabHUX MEPEKEBHUX



pileHb Oe3MeKkH, 30KpeMa THX, 10 0a3yrThCS HAa METOJaX MAIIMHHOTO HABYAHHSI
(ML). 3acrocyBaHHs MAaIIMHHOTO HaBYaHHS JO3BOJISIE CTBOPIOBAaTH aJalTHBHI
CHUCTEMU BUSBIICHHS BTOPTHEHB, 1[0 MOXKE CYTTEBO IMIJIBUINUTH PiBeHBb 3axucTy [oT-
CHUCTEM BiJ 30BHIIIHIX 3arpo3 [3]. He3pakaroun Ha 3HAYHY KUIBKICThH JOCIIJIKCHb
OCTaHHIX POKiB [3, 4, 5], mUTaHHIO BUSIBJICHHS aTak caMme B Mepexkax [oT npuninserscs

HCIOCTAaTHBO yBaru.

1.1.1 Knacudgikauisi Bpa3auBocteil B Mepexkax IHTepHery peuei

[MutanHsa Oe3neku HaOyBae KPUTUYHOI Bark B YMOBax PO3BUTKY TEXHOJIOTIH
BEJIMKUX JaHUX, |HTEpHETY pedell Ta MITYYHOTO IHTENEKTY. 3pOCTaHHS KUTBKOCTI
PO3yMHUX HPUCTPOIB akTyadizye MoTpeldy y IHMOOKOMY pO3yMiHHI HOBHMX 3arpo3
kibepOesrmerni B mepexax [oT ta po3poliii eheKTUBHUX MEXaH13M1B MPOTHII].

1.1.1.1 IIporpamHi Bpa3/iuBOCTI

BpazmuBocti mporpamMmHOro 3a0e3nedyeHHs MOXYTh MaTu KaractpodiyHi
Hacmiaku Ana cucteM [oT. 31M0BMHUCHUKHA OTPUMYIOTh KOHTPOJIb HaJ MPHUCTPOEM,
EKCIUTyaTyIouu CJIaOKOCTI B HOT0 MporpaMHOMY KoJii. HayKoBi AOCIIIPKEHHSI CB114aTh,
IO camMe BIJICYTHICTh HAJIC)KHUX MEXaHI3MIB 3aXHUCTy HPSIMO CHPHYUHSIE TPOOIEMHU
oesnexkn npuctpoiB loT. Hanpuxknaa, Yenmen [12] Ta Poapirec [13]
POJIEMOHCTpYBalM aTtaku Ha mpuctpoi [oT 3 HempaBmwiIbHOIO KOH(Irypariero abo
ciabkoro aBreHTu(ikaiiero. Makc [14], mociimpkyoun 0e3neKy po3yMHUX 3aMKiB,
BUSIBUB HEJIOJIIKM B MEXaHI3Max ayTeHTU(IKaI[li Ta KOHPIrypaiii 3a 3aMOBUYBaHHSM.
®depHanjiec Ta criBaBTopH [ 15] mokaszanu, K HaaMIpHA JOBIpa MOXKE 3aBAATH IIKOIU
Oe3merni TPHUCTPOIB PO3YMHOTO JOMY Uepe3 CTOpOHHI mporpamu. JlocimimKeHHs
Kocrina [16] akieHTye yBary Ha npoosiemax, MOB’s3aHHUX 13 MPOIECOM OHOBJICHHS
MPOIITUBKH.

KiGepaTaku 4acTo 371HCHIOIOTBCS 32 JIOMOMOTOI IIKIIJIMBOTO MPOTPAMHOTO
3a0€e3MeUeHHsI 3 METOI0 BUTOKY 1H(opMarrii a0o mopyIieHHs MTaTHOI pOOOTH CHCTEMH.
ABTOMAaTHU30BaH1 PO3YMHI €JIEKTPOMEPEkKl 3HAYHOIO MIpOI0 MOKiIanawThess Ha [0T-
Mepexi MoHITopuHry. CeHCOpHI Mepexi 30uparoTh JaHl B pealbHOMY daci IS
KOHTPOJIFO CTaHy oOsanHaHHg. YacTuHa 1HPPACTPYKTypd MOKE MpaIfoBaTH ITiJl

KEepyBaHHAM 3aCTapiInx onepauiinux cucreM (Hanpukiaa, Windows XP), mo poOuts



iX Bpa3JMBUMH JI0 MEPEKEBHUX aTaK 4epe3 BIJIICYTHICTh CyYaCHUX 3acO0IB 3aXHUCTY,
TakuxX SK XocToBUM OpanaMmayep [16]. KoMmmnpomeraliiss Mepexi MOXe MPU3BECTH 0
MOPYIICHHST POOOTH CEpBEPIB Ta BIUIMHYTH HA 1HII CHUCTEMH, IO MPHU3BOIUTH O
BTpaTH KOHTPOJIIO HAaJl KPUTUUYHUMH IMPOIIECAMH, HANPUKIAI, 1O BIJKIIOUECHHS
enekrpornioctauanHsa. Ockinbku mpuctpoi loT dYacto € wManonotry>xHUMU Ta
PO3MIIIYIOTHCS Y BIAJANICHUX JIOKAIISAX, IXHE MpOrpamMHe 3a0e3MeueHHs ONTUMI3YIOTh
JIJIs1 €EKOHOMIT €Heprii, 10 1HO/II CTBOPIOE J0IaTKOBI Bpa3IMBOCTI. Sk 3a3Havyae KocTin
[16], Bpa3muBOCTI MPOIIMBKY € OJHIEIO 3 HaWCEPHO3HIIINX MPOOJIeM, OCKUTBKY BOHH
MOKYTb MOPYIIUTH HOPMAJIBHY pOOOTY IPUCTPOIO. Y CBOEMY JTOCIIIIKEHH1 BiH BUSIBUB
BIJIKpUTI TeKCTOBI mapoii, 109 npuBatHux kimouiB RSA y 428 3pa3kax BOyI0BaHOTO
IpOrpamMHOro 3ade3neyeHHs, a Takox 56 ceprudikaris SSL.

1.1.1.2 Mepe:keBi Bpa3janBoOCTi

3acobu ki0epOesneku st mepexxk [oT "acTo HE BCTUTalOTh 3a CTPIMKHM
3pOCTaHHAM KUIBKOCTI MIJKJIFOUEHUX IPUCTPOIB. byb-sika JaKyHa B 3aXHCTI CTBOPIOE
MOXJIMBICTh JUISI aTaKd Ta BUTOKY KOHGIICHINHHUX JaHUX. 3BITHM OCTaHHIX POKIB
CBIYaTh MPO YCHILIHI 3JI0MU NpUCTpoiB Amazon loT, Takux sk po3ymMHI 3aMKU Ta
KaMepu CIOCTEPEKEHHS. 3JI0BMUCHUKAM BJABAJIOCsS MEPEXOITIOBATH OOJIIKOBI JaH1
KOpHUCTYyBauiB 4yepe3 HezaummppoBanuil npotokosd HTTP y nmokanbHiit mepexi [17].
Excneptu ramysi BBaxawTh, 110 kamepu [0T Ta rosiocoBl MOMIYHUKH (HANPUKIAL,
Alexa, Google Home) € BiTHOCHO JETKUMU IIUISIMU JJI1 KOMIIPOMETAIT1.

bararo npuctpoiB IoT BukopucroByroTh nporokon UPnP mns copomeHHs
HajamrtyBaHHs Ta ynpasiiaas. Oaaak UPnP 6aszyerscs na HT TP, axuii He 3a06e3neuye
KOH(D1ICHIIIHICTh Ta MITICHICTh TaHUX. [CHYIOTh pi3HOMaHITHI MeToau 3amy UPnP,
10 EKCIUTyaTYyIOTh BIJCYTHICTh HAJIEKHOI ayTeHTU(DIKallli, TIEPEeBIPKU Ta JIOTYBaHHS.
Takum ywmHOM, mpuctpoi loT B cepemoBuiii po3ymMHOro OYIWHKY 3aUIIAIOTHCS
Bpa3IMBUMH 0€3 MTOaTKOBUX 3aXO0/IiB 3aXHCTY .

1.1.1.3 BpasauBocTi anapaTtHoro 3ade3ne4yeHHst

Jliist 300py MaHUX y pealbHOMY 4aci BUKOPHUCTOBYIOTHCS BiITAJICHI JATYHKH,
niakIrodeH1 10 npuctpoib [oT. LI JaTYuKu MOXKYTh MPOBOJUTH MOIEPEIHIO 0OPOOKY

JAHUX, 3MEHINYIOYM HABAHTAXKCHHS Ha IEHTpaibHy Mepexy. IlomiOHi marumkm

10



MOXYTh MOHTYBATHCSl HAa KPUTHYHHMX 00’ €KTax, HAMPUKIAJ, €IEKTPOCTAHLISX, AJIA
KOHTPOJIIO HaBAaHTAKECHHS Ta KEepyBaHHSA TypOiHaMu. BiibIIicTh TakKMX MATYUKIB €
HU3bKOCHEPTreTUYHUMHU TPUCTPOSIMH, a iXHI JaHI MEPEAaloThcs B 3alIHPPOBAHOMY
BUrsiAl. OqHaK 3TOBMUCHUK MOKE MTPOBECTH aTaKy «JtoauHA nocepeaun»y (MITM)
JUIS BUTOKY 1H(popMalii abo BIANPaBICHHS MAaHIMYJISITUBHUX KOMaHJA JI0 LEHTPY
KepyBaHHs. ATaku Ha PO3IMIHUPEHY 1HPPACTPYKTYPY IHTEIEKTYyaTbHOTO BUMIPIOBAHHS
(AMI) cTBOPIOIOTH HOBI TOYKHU BXOAY JJIs 3JOBMUCHUKIB. OCHOBHMMH HaCJIAKaMU
TaKUX aTaK € KpaJKKa JIaHUX, BUKPAJCHHs €IeKTPOeHeprii, JIokajabHI a0 MacoBi
BIJIMOBH B EJICKTPOIIOCTa4aHHI Ta JecTabumi3alis eJIeKTpoMepeki. 3HauHa YacTKa
noMorocnoaapcTB (Hanpukian, 0iu3sko 43% y CIIA) Bke BUKOPUCTOBYE PO3YMHI
MYWIbHUKY. Taki TPHUCTPOI YacTO CHUIKYIOTHCS 3a JIONMOMOTOI0 paio4acTOTHUX
MeTOAIB y aiana3oni ISM (mpoMucinoBomy, HAyKOBOMY, MeIMYHOMY) Ha 4yacToTi 900
MTI'u. KonkypeHiiisi 6ararbox HeJeH30BaHUX MPUCTPOIB 3a 1€ CIEKTpP MOJIETIIYE
yCHIIIHE MPOBEAEHHS CITyp1Hr-aTaK.

1.1.1.4 Bpa3iuBocTi Ha piBHI npouecopis

Anapatauii TposiH (HT) — e 3moBmricHa Moaugikanis €1eKTPOHHOI CXeMHU, SIKa
3MIHIOE€ (DYHKIIIOHAJIBHICTH MTPHUCTPOIO IMMICHSI aKTUBAIii. 3JTOBMUCHUKU MOXKYTb
BOynoByBatu HT y npuctpoi [oT ayia BuTOKY AaHMX, MaHImyJiALii HUMU abo 00xoay
cucteMm Oesmneku. [HTerpaibHi cxeMu, Taki sSK cucremu Ha kpuctaii (SoC) Ta
nporpamoBani joriyHi iHTerpaibHi cxemu (IJIIC), € BpaznuBuMu 10 nuPpoBHUX Ta
ananoroBux HT. Uepe3 oOmexxkeHy noTyxHIcTh npucTpoiB [0T ixH1 kpunTorpadiuHi
MOJZIyJlI 4acTO € MEHI 3aXMIIEHUMH, HIX y BHCOKONPOIYKTMBHHMX cucTemax. Ha
BIIMIHY BIJT MPOTPAMHUX BPA3JIMBOCTEH, $KI MOXKHA BHUIIPABUTH OHOBJICHHSIM
MPOIIMBKH, anapartHi aedektu, Taki sk HT, ycyHyTH 3Ha4HO CKiIajiHillIe Ta JOpOXKYe,
10 MOK€ MPU3BECTH 10 HE3BOPOTHUX NOIKOMKeHb. HT MOXyTh OyTH BIpOBaIKeH1
Ha eTaml MPOeKTyBaHHS ab0 BHUPOOHHUIITBA 4Yepe3 HEHAMAIMHUX MOCTa4aIbHUKIB
IHTENEeKTyaJIbHOI ~ BJIACHOCTI, BUPOOHUKIB a00 IHCTPYMEHTH aBTOMAaTH3allil
POEKTyBaHHS.

Mnpetiuep [18] npoaeMOHCTPpYBaB MOKIIMBICTh MTACUBHOIO CIIOCTEPEKEHHS 3a

noBeAiHko0 mpuctpoto  [oT 06e3 mpsmMoro BTpydaHHS, BHUKOPHCTOBYIOUU
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CJICKTPOMArHiTHUM aHali3 MOOIYHOro KaHally. ATakd MO TMOOIYHUX KaHalax €
HEIHBa3WBHUMH Ta CHPSIMOBAaHI HA BWIIYYEHHSI CEKPETHHX KIIIOYIB 13 BOYJOBaHHX
npUCTPOiB. MOHITOPYIOUH TapaMeTPH, TaKi K CIIOKUBAHHS €HEPTii, eIEKTPOMAarHiTHe
BUINPOMIHIOBaHHS a00 Yac BUKOHAHHS OIlepalliif, 3JIOBMUCHUK MOE BIJIHOBHUTH
KoHOineHIIMHY iHpopMmarnito. Hampuknan, Ilammy [19] 3anpomonyBaB araky
KOPEJSIIHHOTO  €JEKTPOMArHiTHOTO — aHalizy Uil  KOMIpOMETamii  MOIyJis
mndpyBands AES-128, a I'enkin [20] moka3aB MoxauBicTh BuityueHHs 4096-01THUX
kmouiB RSA 3a pomomororo uyTnmBoro MikpodgoHa Ha BiacTaHi 4 MeTpHU Bin
IPUCTPOIO.

[lepemniueni  Bpa3aMBOCTI PI3HUX PIBHIB  TOKAa3ylOTh CKJIAJHICTh Ta
OaraTorpaHHICTh 3aBJaHb 13 3a0e3neueHHs Oe3neku loT. g edexkTuBHOI pOTUILT
3arpo3am, 30kpeMa MacoBuM DoS/DDoS-atakam, HEOOXiIHO  pO3pOOIISITH
CHella]i30BaHl CHUCTEMH BHSBJIEHHS BTOPTHEHb, 3/IaTHI aHAJII3yBaTH MEPEKEBUU
Tpadik Ta igeHTUdikyBaTy aHomanii. CyyacHi MiIX0AH /10 TOOYIOBU TaKUX CHCTEM,
30KpeMa 3 BHUKOPUCTaHHSM METOJIB MAIIMHHOTO HaBYaHHS, OyayTh PO3TJISHYTI B

HACTYITHUX MIIPO3/LIaX.

1.2 Orasja cyyacHMX HiAX0AIiB Ta MeTO/1iB BUSIBJIEHHSI BTOPTHEHDb

OcHoBHE 3aBIaHHs BUSIBJICHHS KIOEpBTOPTHEHB, 30kpeMa DDoS-arak, nomnsrae
y PO3pI3HEHHI HOPMAJILHOTO Ta 3JI0BMUCHOTO Tpadiky. i epeKTUBHOTO BUSBICHHS
KPUTUYHO BAXKJIMBUMU € TaKl KpUTepli, sSIK MBHAKICTb Ta TOYHICTh Kiacuikaiii.
[Ipouiec BUsBIIEHHSA 3a3BUYail BKJIOYa€ JBa eramnu: 30Ip JOCTaTHBOIO OOCATY
iH(popMarllli npo MepexeBU Tpadik Ta MNOAANbIIMNA aHam3 UUX JaHUX IS
1meHTudikarii aHoMaTbHHUX 3amuTIB [9].

MeToau BUSIBICHHS € KIIFOUOBUM KOMIIOHEHTOM CTBOPEHHS HAAIMHOTO 3aXUCTY
Bi1 DDoS. Bizomo nBa ocHoBHuX miaxoau: (1) BOyoBaHa epeBipka KOXKHOTO 3aIUTY
Ta maketa Ta (2) aHami3 MmepexeBoro tpadiky B 1mutomy. Jlo mepmioi kareropii
Hajexarb OpaHaMayepw, cucTeMu 3anodbiranHs  BroprHenHsm  (IPS) Tta
OalaHCyBaTbHUKH HaBaHTAKEHHS. X04a 111 3aC00M MOXKYTh OyTH €(PEeKTUBHIUMHU MTPOTH

3Bu4aiHuX DoS-atak, y koHTekcti [oT Ta macmrabuunx DDoS-atak BoHHM yacTto
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BUSIBIISIIOTECA HEePEKTUBHUMH uepe3 pusuk nepeBaHtaxkeHHs [10]. Cucremu
BUSIBJICHHSI, PO3TOPHYTI Ha OKpPEMIH CIieliagi3oBaHii MallliHi, € IEPCIEKTUBHIIIUMH.
Bonu MOXXyTh MaTu OUTBIIY MOTY>KHICTh, KPAIIH 3aXUCT Ta JOOpe 1HTErpyBaTUCs B
Cy4acHY MIKPOCEPBICHY apXITEKTypy, BUKOHYIOYM KOHKPETHY 3a7auy MOHITOPUHTY.
Taxi cuctemMu OTPUMYIOTH J1aHl MPO MOTIK Tpadiky 3 MPUCTPOIB, aHANIZYIOTh HOT0 Ha
IpeaIMeT aHOMAii Ta aKTUBYIOTh MEXaH13MU TTOM SKIIIEHHS HACIIKIB aTaku (Bpy4YHY
a0o apTomaTuyHo) [11].

OcobmuBicTio 6arateox DoS/DDoS-atak € iXHs 30BHIIIHSI «HOPMAaJIbHICTH.
Buuepnanns pecypciB cepBepa MOXe OyTH CHpPUHHATE SK HACIIAOK JIETITUMHOIO
BHCOKOTO HABaHTAXXEHH:, a He sk aTaka. HeBmisne BBeeHHS oOMexeHb Ha Tpadik 3
METOI0 3aXHUCTy MOXKE€ IPU3BECTH JI0 BIIMOBM B OOCIYrOBYBaHHI 3aKOHHHM
KopuctyBauaMm[9]. 3arajgom, 3aX0/11 3aXUCTY B/l TAKMX aTak MOKHA MMOJUIUTH Ha TpU
HaIpsiMU: 3amoOIraHHs, BUSIBJICHHS Ta pearyBaHHs. 3amoOiraHHs CHPsIMOBaHE Ha
3YIIMHEHHS aTaky 10 HAHECEHHs 30MTKIB, BUSBIICHHS — Ha MOHITOPUHI Ta aHaJI3
CUCTEMHU i 17eHTUdIKAIll aHOMAJIbHMX TIOMii, a pearyBaHHi — Ha Jii, 110
BXKUBAIOTHCS MICIS MATBEpKeHHS (DakTy aTaku[10].

AHami3 mitepaTypu TMOKaszye, 10 HalepEeKTUBHIMIMMHU 3aco0amMu s
3ano0iraHHs Ta BugBieHHs DoS/DDoS-arak € iHTeneKTyallbHi CUCTEMU BUSBIICHHS
BropraeHs (IDMS). Cepen HUX MOXXHA BUAUIMTH €KCIEPTHI CUCTEMM, CTATUCTUYHI
METOJM, MIAXOAM Ha OCHOBI MAIIMHHOTO HAaBYaHHS Ta HEHUPOHHUX MEpeK.
CratucTiyHl METOJIM 3[aTHI aJanTyBaTUCS 10 3MiH Yy HOBEAIHII Tpadiky 1 He
BUMAralTh 3HAHHS BCIX MOXIJMBHX BEKTOpIB arak. AHali3aTOpPU Ha OCHOBI
HEHPOHHUX MEpEXK MOXKYTh CIIOYATKy HABUaTUCS Ha MpHUKIaNax arak, a IMOTIM
KJ1acu(iKyBaTH HOBI 3aMUTH, X0Ua TXHSA TOUHICTh 3aJICKUTH BiJl IKOCTI TPEHYBaIbHUX
naHuX. MeToau MalMHHOTO HAaBYaHHS J103BOJISIIOTh CKOPOTUTH Yac BHSIBJICHHS, e
BUMAraroTh 3HAYHUX 00UYMCITIOBAILHUX PECYPCIB AJIA aHATI3y MOBEAIHKU CUCTEMH [3].

[licns anamizy miteparypu OyJi0 BHUSBIEHO IE€BHI HEIOJIKHM B ICHYIOUUX
nocimikeHHsx. Hanpuknaa, y poOoTi [2] OCHOBHUM TMOKAa3HUKOM YCHINTHOCTI
anroput™My Oyyia oOpaHa TOYHICTH (accuracy), II0 HE 3aBXIU KOPEKTHO JJIs

He30anmaHcOBaHMX HAOOPIB JaHWX, J€ OJWH Kiac (HampukiajJ, aTakd) 3HAYHO
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nepeBakae HIIMKA (HOpManbHUM Tpadik). KiacuuHi ¢cTaTUCTUYHI METOAM YacTO HE
3/1aTHI BUSIBJISITH paHile HeBiomi (zero-day) ataku. Came TOMy SIK IEPCHEKTUBHUIMA
IHCTPYMEHT JIsl BHUPILICHHS Ii€i MpoOJieMHu aKTUBHO JOCHIIKYIOThCS ajJrOpUTMU
MalllMHHOTO HaB4yaHHA [3]. YV nmaHiil poOOTI TakoXK OyJe BUKOPUCTAHO IIeH MIIXi.
He3Baxatroun Ha BENWKY KITBKICTh JOCTIDKEHb MIOA0 3acTocyBaHHS ML mis
BUsBIICHHS DoS-arak, 0Oarato 3 HHX MalTh HH3KY HEIOJIKIB: HEJOCTaTHE
OOTpYHTYBaHHSI BHUOOPY METOJUKH, BIJICYTHICTH JETAJIbHOTO OMHUCY pEe3YyJbTaTiB,
HeJocTaTHS opieHTanis Ha crneuudiky mepek [oT Ta BukopucTaHHS OOMEKEHHX
METpHK OIiHKH. OTKE, METOIO JaHOT pOOOTH € MiABUIIEHHS OOIPYHTOBAHOCTI BUOOPY
METOAMKK Ta TouyHocTi BusBieHHS DoS/DDoS-arak B IoT 3 BHKOpUCTaHHSM
MaITMHHOTO HaBYaHHSI.

Jist po3po0ku epeKTUBHUX METO/TIB BUSIBJICHHSI HEOOX1HA UiTKa KiIacu(ikailis
caMmHXx atak. ¥ JiTeparypi icHye Kimbka TakcoHomiit DDoS-atak. 3py4Hoto 17151 aHaAmi3y
e monenb OSI. Komnanis Cloudflare, onun 3 migepiB y ramysi npotuaii DDoS, Buminse
TPU OCHOBHI KaTeropii aTak Ha oCHOBI 1€l mojeni [21]: 06’eMHl aTaku (CHOKHBAIOTh
IPOIYCKHY 3JaTHICTh KaHally), aTaku HNPUKIAAHOrO piBHA (LUUISATH HA pecypcu

MPOrpamu) Ta MPOTOKOJIbHI aTaK! (€KCILUTyaTyIOTh CIA0KOCTI MEPEKEBUX MPOTOKOJIIIB).

VY3aranpHeHa knacudikamis DDoS-atak npeacrasiena Ha puc. 1.1.

N [ Buxopucramus ) ( 2
( Pigni moxeni OSI:W ApxiTexTypa: L P J | Cnocib noumpenns:
7 A S . N 228 e e N A AL T8
- DMKt - Arent-00pobHuK ‘- Buucpnanus - Uepes HeHTpaibHe
- Kananonmii - Pedmextop | IPONYCKHOT | JUKepeso
- Mepexe Buii - Ha ocnoni IRC | CIPOMOKHOCTI ' - 3BopoTHiii
- Tpascriopramii - Ha ocnosi Web - Araka Ha - ABTOHOMHO
- Ceancoruii |- Ha ocnosi P2P | BHCHAKE HHA |
- llpencrasaeuns | pecypeis (
- Npukaasuii ~ » Y. Tun ckanysanus;
T Nt SRS ) - Bunaaxoso
: = Twnn weprs X c
N |- Higpobaena: I P ), Crnckm
Brius na weprey: )I e Bunanxosa ~3acTocyHok - 3apamennx
5 o ITiamepexi |50 - llepecranoBouni
- Pyiinysanns : z i
e o e Ha mapuipyri - Mepesxa TlokansHi
- lMonpuenus e ' niaMepeki
- Jliiicna - Indpacrpyxrypa
e a O CA— .
¥ ; . 52 3 ! Habip doris: 3aayueni pecypen:
( Temn araku: /] ( anTomanaii ) k P ) pec)
- Hocniinnit - Pyuna | | - Mocrifinuii - CameTpiyHi
- 3MIHHHIL: - ABTOMATHYHA = Imiemmii - AcUMETPHYHI

® 30ULIIY BaHHI
o | Inasaro4uit

|- Hamsasromarnana |
- — ———d

Puc. 1.1 — Knacudikaris (takconomist) DDoS-arak
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Oco6mmBoro 3arpo3oro 11t Mepex [oT € 6oTHeTn. HaliBimoMimmm npukiaaom
€ 6otHeT Mirai, sikuii y BepecHi 2016 poky 3A1HCHUB OJH1 3 HaUTOTY>kHimuX DDoS-
aTak B ictopii, 30kpema Ha pecypcu OVH (1,1 T6it/c) Ta Dyn, mo mpusBeno a0
HEJIOCTYITHOCTI TaKuX cepBiciB, sk Twitter, Netflix Ta GitHub [23]. ApxitekTypa Mirai
BKJIFOYa€ 4oTupu KommoHeHTH: (1) 60T (3apaxkenuii mpuctpii IoT), (2) ceprep
kepyBaHHA Ta KOoHTpoito (C&C), (3) cepBep 3aBaHTakyBaya Ui HOIIMPEHHS
mkiguBoro 113, (4) cepBep 3BITIB i 300py iHGOpMALIil PO 3apa)ke€Hl MPUCTPOI.
CxematnuHo 1e 300pakeHo Ha puc. 1.2. boTHeT 3HaTHHII CcaMOCTIIHO
PO3LINPIOBATUCA, CKAaHYIOYM MEpexy depe3 MpoTokod Telnet Ta BUKOPUCTOBYHOUM
CIIUCOK THUIIOBMX TIApOJiB 3a 3aMOBUYBAHHSIM Ui MiAOOPY OONIKOBUX JaHHUX
npuctpoiB loT. [licia myOnikamii BuxigHoro koxy Mirai 3’ iBUsiMCs oro Moaudikaiii,
Taki sk Persirai, a Takox iHII1 60THETH, Hanpukiag Hajime.

Hoea weprea 6ota  Llinbosuid cepaep

o1
- ™ -
] } q

( ‘ K ] ~oa

CA&C cepasp SapanTamysay Cepeep 38iTiB B

e ke s

e iy

1. Brute force

>

3. Nepesipka craryey
—

+ 4 PosmicTiuTi koMangy

e 5. Wikignuwewin BinapHmia thainn

i ——— i §F St T

B, Komanna aTtakysartu

o ey e o

7. Araxa

Puc. 1.2 — boraer Mirai, ekcrutyaTanisi Ta 3B's13K
Cucremu BusiBieHHs BToprHeHb (IDS) TpamuuiiiHo kinacugikyroTbCs Ha
mepexxeBl (NIDS) Ta xoct-opientoBani (HIDS). Mepexesi IDS po3minryroTecs y
KPUTUYHUX TOYKaX MEpexi (Hampukiaj, Ha Mexi 3 [HTepHeToM) Ta aHami3yloTh
npoxigHuil Tpadik Ha HASBHICTH BIIOMUX cuUTHaTyp abo adomamivd [24]. Ilpwm
BUSIBJICHHI 3arpo3d CHCTEMa TEHEpy€e CIOBIIICHHS, IO JJ03BOJSE 3allyCTUTU
MexaHi3mMu pearyBaHHs. CydacHi NIDS wacto iHTErpyrooTh METOAM MAIIUHHOTO

HaBUYaHHS JJIs Ki1acu(ikaiii, KilacTepu3allli Ta BUSBICHHS aHOMaTii y Tpadiky. Takum
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yrHOM, [DS € HeBix '€eMHMM KOMIIOHEHTOM 3aXHCTy MEpPEeKi, OCHOBHHM 3aBJIaHHSIM
SAKOTO € MOHITOPUHT TOJiM, 1AeHTU(IKAIlsl HECaHKI[IOHOBAHOTO JIOCTYyIy, 30ip
1H(pOopMalii PO IHIUACHTH, CIIOBIILIEHHS aJIMiHICTPATOPiB Ta POPMYBaHHS 3BITIB.
OTxe, cydacHi MiIXOJIM 0 BUSBIICHHS BTOPTHEHb PO3BUBAIOTHCS Bl MPOCTUX
CUTHATYPHUX METOMIB JI0 CKJIQJHHUX IHTEICKTyaJIbHUX CHCTEM, IO 0a3yloThCs Ha
aHamizl aHoManiii. MammHHe HaBYaHHS € TEPCIEKTUBHUM 1HCTPYMEHTOM JIJIst
CTBOpeHHS amanTuBHUX DS, 3maTHUX MPOTHIISTH CydacHUM 3arpo3aM, TaKUM SIK
DDoS-ataku 3 6otHeTiB [0T. OgHak iCHYIOY1 JOCHIIKEHHS Y4acTO CTPaKIAIOTh BiJl
HEJIOCTaTHBbOI OOIPYHTOBAHOCTI BHOOPY MOJEJe Ta METOAOJOrii OIIHKH, IO
0OyMOBJIIOE€ HEOOXIAHICTh OUIBII CHCTEMHOTO MIAXO/Y, SKUH peani3oBaHO B JaHIN

poboTi.

1.3 AHaJti3 3aCTOCYBaHHSI IITYYHOI'O iHTEJIEKTY TA HEPOHHUX MepesK B 3a/1a4ax
ki0epOe3nexku

MaiminHHe HaBYaHHS BU3HAYAIOTh SIK CYKYITHICTh OOYMCIIOBAIBHUX METOJIB,
10 BUKOPUCTOBYIOTh HAKOTIMYCHUH JT0CB1JI, IPEICTABIICHUH TPEHYBaTbHUMH TAHUMH,
JUTsl TABUIICHHS €(QEKTUBHOCTI pIIIEHHs 3aJadl abo s OTPUMAHHS TOYHHUX
IIPOTHO31B 0€3 HEOOXIHOCTI SIBHOTO NporpamyBanHs [25]. Ycmix 3actocyBanHs ML
3HAYHOIO MIPOIO 3AJICKUTH BiJ] 0OCSTY Ta IKOCTI HABYAJILHOTO AaTaceTy. SK 1 B 1HIIUX
rany3sx 1H(QOpMAIIHHAX TEXHOJIOTIH, KPUTHYHUMH IapaMeTpaMu € CKJIAJIHICTh
QITOPUTMIB Ta JaHUX, M0 00poOsstoThest [6, 7]. OcHoBHOO mepeBaroto ML €
3IaTHICTh JO HaBYaHHS HA OCHOBI BEJIMKOI KIJIBKOCTI TIPHMKJIAIIB JUIS BUPIMICHHS
KOHKPETHUX 3aJlady, BHUKOPHUCTOBYIOYM TIPU I[bOMY METOJM CTATUCTUKH, TEOpIi
HMOBIpHOCTEM, onTUMI3allll Ta 00poOKH LU(PPOBUX AaHUX [8].

Y KOHTEKCTI KibepOe3neKn MalinHHe HABYaHHSI 3aCTOCOBYETHCS JJISI BUPIIIICHHS
HU3KH KJIFOYOBHMX 3aBJIaHb, TAKUX SK aBTOMAaTHYHE KAaTETOPH3yBaHHS MEPEKEBOTO
TpadiKy, BHSBICHHS CXOXHX TpPYINl AaKTHUBHOCTI 0€3 3a3jajieriib BU3HAYEHUX
mabJIOHIB, MPIOPUTE3allisi 3arpo3, CIPOIICHHS CTPYKTYp MAHUX HJIs TMPUCKOPCHHS
aHaJi3y Ta MPOTHO3YBAaHHS YHCIOBUX IMOKA3HUKIB PH3HUKY.

[Iporiec po3poOku moxenert ML nms BusBICHHS KiOepaTak CKIIQJTa€eThCs 3

JEKUIBKOX B3a€MOIOB’ s13aHuX eTaniB (puc. 1.3). [loyaTkoBUM eTanom € miAroToBKa Ta
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30ip nmanux. JlaHi MawTh OyTH TpeAcTaBiieHI y ¢dopmaTi, NPUUHIATHOMY IS
anroputMmy. Llel eram yacTo BKJIIOYAa€ BUAAJICHHS IIyMy, 3allOBHEHHS IPOITYCKiB,
CTaHaapTU3ario GopMaTy Ta aHOHIMI3AI0 9y TIuBO1 iHpopMartii. SKicHa miATOTOBKA

JTaHUX € QYHIAMEHTOM JIJIs MOJAIBIIOr0 e()eKTUBHOTO aHaJI3Yy.

306ip i : Bubip
: —— Bubip o3HaKk ———»
nigrotoBka anropuTmy
| BuBip
OuiHka Hap4yaHHa —— mMopaeneni
napamMmeTpiB

Puc. 1.3 — Eranu no6ynosu moxaent ML

Hactynaum kpokom € BifOip o3Hak. JlataceTw MOXKyTh MICTUTH COTHI a0o
TUCSYl O3HAK, CEpeJl SIKUX 0arato € HaJUTMIIKOBUMU a00 HeiHGopmaTuBHUMU. Biabip
HaWBaXUIMBIIINAX O3HAK JIO3BOJISE MOKPAIIUTH THTEPIPETALIII0 MOEN1, CKOPOTUTH Yac
il HaBYaHHS Ta MIJBUIIUTH TOYHICTH MPOTHO3iB. OCHOBHI METOAM BiIOOPY O3HAK
NOAUIAIOTECS HA TpU Tpynu: GuUIbTpHU, BOYJ0OBaHI METOAMU T4 METOAU-OOTOPTKHU.

Tperim eTaniom € BUOIp aJrOpUTMYy MAIIMHHOTO HaB4yaHHA. JlJis BUpILICHHS
3aBAaHb KiOepOe3rnekn MOKHA 3aCTOCYBATH PI3HOMAHITHI aJITOPUTMH: HAiBHHMA
OaileciBCbKMI Kiacu(piKaToOp, JOTICTUYHY PpErpeciio, JAepeBa yXBAJCHHS PIIllIECHb,
aHcaMmOJ1i Mojienel (HanpuKia, BUTIAJKOBUH J1ic) a00 MEeToau TTMOOKOTr0 HaBYaHHS
[40]. Kputepii Bubopy anroputmy ajist 10T BKIIOYAIOTh IHTEPNPETOBAHICTh MOJIEII,
KUIBKICTh JaHUX Ta O3HAK, JIHIWHICTh JaHUX, YaC HAaBYaHHS Ta MPOTHO3YBaHHS, a
TakoX BUMOTH 10 mam saATi. OctaHHl Tpu (HaKTOpU € OCOOJIMBO KPUTHUYHUMH B
oOMexxeHOMY cepeioBuiili mpuctpoin [oT.

YerBepTHii eranm — HaJaAMITyBaHHS TineprapamMeTpiB (TIOHIHT) 0OpaHOTO
anroputmy [42]. [lpaBunbHuii BuOIp TimeprnapaMeTpiB CYTTEBO BIUIUBAE Ha

NPOAYKTUBHICTH Mojeni. Ilicias BuOopy anroputmy Ta HOro mnapameTpiB MOJEIb
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HABYaIOTh HA YACTHHI JaTaceTy (TpeHyBaJlbHI J]aH1), /e BOHA BUSBIISAE 3aKOHOMIPHOCTI.
Ha 3aBepmasibHOMY eTami MoJiefib OIIHIOIOTh Ha TECTOBIM BHOIpI JAaHUX, K1 HE
BUKOPHUCTOBYBAIMCS MPH HaBYaHHI, 100 OTpUMATH 00 €KTUBHY OLIHKY ii 3JaTHOCTI
1o y3aranbHeHHs [41]. Jlis omiHKK SIKOCTI Mojieniel Ha He30alaHCOBaHUX JaTaceTax
HEJOCTaTHHO BUKOPHUCTOBYBATH JIMINIE METPUKY TOYHOCTI (accuracy). Y TaHOMY
JOCTPKeHHI OyayTh 3aCTOCOBaHI JOAATKOBI TOKAa3HUKH, SKi OyIyTh AETaIbHO
OTHCaHI B TPEThOMY PO3ILIII.

Oco6nuBe micrie B apcenani ML mis kibepOesnekn 3aiiMatoTh HEMPOHHI MEPEXK1
Ta MMOOKe HaBYaHHI. BOHU € TOTYXHUM IHCTPYMEHTOM JIJisi BUSIBJICHHS CKJIQJTHUX
HETIHINHUX 3aJeKHOCTEH y MepekeBoMy Tpadiky, sKi BaXXKO BHOKPEMUTHU
TpaauliitHuMu Metogamu. Y KoHTekcTi loT riamboki HEWpOHHI Mepexi MOXKYTb
aBTOMATUYHO OYyJIyBaTH CKJIQJHI O3HAKH 3 CUPHUX JaHUX, IO € 3HAYHOIO MEepPEeBaroro
npu oOpoOui Belnukux oOcariB Tpadiky. Taki mepexi ocoOauBO eDeKTUBHI s
BUsIBIICHHS ckJagHux DDoS-atak. 3roptkoBi HelipoHHi Mepexi (CNN) 103BOJSIOTH
BUSIBJISITH MPOCTOPOBI 3aJICKHOCTI B JIAHUX, TOAl SIK PEKYPEHTHI HEUPOHHI MEpexki
(RNN), 30kpeMa Mepexi 3 TOBroro KopoTkodacHow nam’sattio (LSTM), edextuBHO
aHAJI3YIOTh YacOBl TOCIIAOBHOCTI TOJMIM JJIS BUSBICHHS aHOMaJIH y JIHHAMIII
Tpadiky. [lopiBHAHHS MIaTGOpM MAaIIMHHOTO HaBYaHHA, Takux sk TensorFlow Ta
PyTorch, nns po3poOku Takux mojelnei Oyje AeTalbHO PO3IJISTHYTO B HACTYITHOMY

1 IPO3ILIL.

1.4 IlopiBHAJIbHA XaPAKTePUCTHKA IVIAT(HOPM MALIMHHOIO HABYAHHS
TensorFlow ta PyTorch

Bubip ontumansHOT0 MporpaMHoOro 3a0e3nedeHHs sl BIPOBAKEHHSI METO/IIB
rMOOKOTO HABYaHHS Ma€ BUpIMIAJbHE 3HAYCHHS TPU CTBOPEHHI MPOIYKTHUBHUX
cucTeM BUsIBJIeHHs BTOprHeHb B loT-mepexxax. Ha cboromnimHii JeHb JiAEPCTBO
cepen maTHopM 3 BIAKPUTUM KOJ0M Mo Mixk coboro TensorFlow Ta PyTorch,
Kl CyTTEBO BIJPI3HSAIOTHCS 3a apXITEKTypO, MIAXOAaMH JO MpPOTpaMyBaHHS Ta
ontTuMalibHUMHU cepamu 3actocyBanHs [25] (Tabmuus 1.1).

Po3po6nennii komnaniero Google, TensorFlow cnouaTky rpyHTyBaBcs Ha i€l

CTaTUYHOTO OOYMCIIIOBAIBHOrO Tpada (mapagurma «BU3HAYUTHU 1 3amyCTUTH»). Ls
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METOJI0JIOTIs, IO Mependayana okpeme omuc rpada Ta MOro BUKOHAHHS B Cecii,
3abe3reuyBajia BUCOKY IIBHUJIKOMIIO Ta €(PEKTHUBHY ONTHUMI3AIlll0 MPU PO3TOpPTaHHI,
MIPOTE YCKIIATHIOBAJIa HAJIAro/KEHHS Ta ITepaTUBHY PO3pOOKy Mozeneit [26]. Y Bepcii
TensorFlow 2.x 3a 3aMoBUyBaHHSAM OYJI0 3alIPOBAHPKEHO PEXKUM eager execution, 110
HaOmm3miI0 wiatgopmy 3a mpoctoToro 10 PyTorch, BogHodac 30epirmm MOKIUBICTD
CTBOPEHHS CTaTHYHHUX rpadiB 3a JomoMoror aekoparopa (@tf.function ans
miaBUIICHHS eeKTUBHOCTI iHDepeHcy [27].

Ha mporuBary mwomy, PyTorch Bim Facebook (Meta) 3 camoro mo4aTky
BIIPOBAJMB JIMHAMIYHY TMApaurMy «BU3HAUEHHS Yepe3 BUKOHAHHS», KOJIU
oOUuCIIOBANILHUN Ipad HOpMYETHCS TUHAMIYHO MiJ Yac BUKOHAHHS omeparii [28].
Takuii miaxig poOUTh miaaTdopmy OUIBII THTYITUBHOIO Ui JOCHIJIHMKIB, CIPOIILYE
MpolleC HAJIArOJKEHHS 3 BHUKOPHUCTAHHSIM CTaHJAPTHUX IHCTpyMeHTIB Python
(manpukiaa, pdb) 1 Hagae MOXKIMBICTH CTBOPIOBATH MOJIEN1 31 3MIHHOIO CTPYKTYPOIO,
10 € KJIFOYOBUM JIJIsl OaraThoX JOCHIAHUIBKUX MPOTOTHIIIB.

[TopiBHSANBHI EKCIIEPUMEHTH JIEMOHCTPYIOTh pPi3HY €(EeKTUBHICTh IUX
miaTGopM 3ajekHO BiA crenudikd 3aBJaHHS Ta YMOB MPOBEJCHHS TECTIB.
Hanpuknan, gocnimkensas Yapict ta Topaloglu [29] BusiBuiio, mo TensorFlow moxke
MaTu MepeBary Ha HEBEJNMKUX HaOopax JaHUX 3aBASKUA arpecuBHIN omThMi3amii
rpadiB, Ttom sk PyTorch wacto edexkTuBHIIE BUKOPUCTOBYE MaM'AThb Ta
00YHMCITIOBANIbHI PeCypCH Mpu 00poOIll BeTuKuX JanuX. [Hma podora Novac et al. [30]
3adikcyBajia, 1[0 JJs TEBHUX apxITEeKTyp HehupoHHux wMepex PyTorch wmoxe
3a0e3nedyBatu 10 25% 3MEHINEHHS 4Yacy TpPeHyBaHHA Ta 10 77% NpUCKOpPEHHS
1H(epeHcy, 0CO0JIMBO SKIIIO BUKOPUCTOBYIOTHCS JUHAMIYHI OOYUCIICHHS.

[IpoTe, 111 MOKa3HUKUA CYTTEBO 3ajieXkaTh BlJ KOHKPETHOI peamizaiii Mojen,
amapaTHOTO 3a0e3MeUYCeHHS Ta 3aCTOCYBAHHS CIICIiai30BaHUX ONTHUMI3allii, TAKUX SIK
XLA (Accelerated Linear Algebra) nns TensorFlow a6o TorchScript nnst PyTorch.
BaxnuBo nigkpecnuty, mo 3 nosisoro TensorFlow 2.x 1 mOCTitHUM BIOCKOHAJIEHHSIM
000X (ppeMBOPKIB, pO3PUB Y IXHIM MPOAYKTHBHOCTI 3HAYHO 3MEHIHMBCS [35].

TensorFlow mpononye Oinbl 3puly Ta BCEOCSKHY EKOCHCTEMY IS

IMIPOMHUCIIOBOI'O BIIPOBAIKCHH, IO € KPUTHUYIHUM JI1 CUCTCM Oe3neku p€ajlbHOIO HacCy
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[36]. Jlo Hei BxoasaTh 1HCTpymMeHTH Ha kmTaaT TensorFlow Serving s
BHUCOKOITPOIyKTUBHOT'O cepBepHOro po3ropranus, TensorFlow Lite st MoO1TbHUX Ta
BOy/OBaHMX cHUCTeM, a Takox TensorFlow Lite Micro nmmsi MiKpOKOHTpPOJEpIB Ta
IPUCTPOIB 3 JIy’KE OOMEKEHUMHU pecypcaMu, M0 € HAI3BHUYAWHO BaXKIUBUM IS
cepenosumia [oT [31].

PyTorch, 31 cBoro 0Ooky, TpamuiiiiHo OyB Opi€EHTOBaHHII Ha aKaaeMIYHY
CHUIBHOTY, ajié B OCTaHHI POKH aKTHUBHO PO3BUBAE 1HCTPYMEHTH ISl POMUCIIOBOT
excrutyatarii [34]. Hampuknaa, TorchServe 3a0esnedye THyuke poO3TOpTaHHs
mozenei, a TorchScript 703BoJIsIE CTBOPIOBATH 1X Ceplajii3oBaHi BEpPCii, M0 MOXYTh
BUKOHYBatucs 1no3a cepegosuiiem Python [33]. Kpim Toro, PyTorch mae BiamiHHy
niarpuMky ctangapty ONNX (Open Neural Network Exchange) mis 3a0e3neueHus
Kpoc-matGopmMHoOi cyMmicHOCTI [32].

O6uaBa QpeMBOPKH MarOTh BUCOKOSIKICHY MIATPUMKY CYYacHHUX arapaTHUX
npuckoproBayiB, Bkitoyaroun GPU uwepe3 CUDA, TPU Ta cneuianizoBaHl IHCTPYKIIi
npouecopiB. TensorFlow TpanuiiiitHO Ma€ TiCHIILY IHTETPAIli0 3 XMapHUMH CEpBicaMU
Google (Google Cloud Al Platform, Colab), Toai sik PyTorch kopuctyeTbcsi BEIMKOIO
MOMYJISIPHICTIO B aKaJIEMIYHHUX KOJaX 1 MOCTYMOBO MOIUPIOETHCS B POMHUCIOBOCTI.

Takum umnomMm, BuOIp Mix TensorFlow ta PyTorch mns 3aBmanb BusiBIIEHHS
BTOprueHb B loT-Mepexax € KoMnpomicomM MiXK KijbkoMa (hakTopaMu:

L. I'myukicte po3pobku: PyTorch wmae mepeBarn B IIBHJIKOCTI
MPOTOTUITYBaHHS, IPOCTOTI HAJIATOKEHHS Ta peai3alii AMHAMIYHIUX MOJEEH.

2. EdextuBnicte posropranns: TensorFlow mnpomnoHye MOTyXKHIIIy Ta
3pUTIITY €KOCUCTEMY JJIsSI BIPOBAKEHHS HA PeCYyPCHO-0OMEXEHUX MTPUCTPOSIX.

3. [IpoAyKTHUBHICTB: PI3HUIIS B IIBUIKOI11 3HAUHO 3aJI€KUTh B1J KOHKPETHO1
apXITEKTYPH MOJIETI Ta 3aCTOCOBAHUX OMTHMI3aIlii.

AHaJli3 HaAyKOBHUX JKEpPENl CBIIUUTH MPO BIACYTHICTb OJAHO3HAYHOTO JiAepa
cepea nux miatdopm i 3aBnanb kioepoesneku B [oT. CaMe 111 HEBU3HAYEHICTh Ta
BIJICYTHICTh KOHCEHCYCYy B HAyKOBOMY CEpEAOBHUIII II0J0 ONTUMAIBHOIO BUOODY
MIJICUITIIOE  aKTYaJbHICTh TOPIBHSUIBHOTO JOCHIIKEHHS, MPEICTAaBICHOT0 B JaHii

poOoTi, ne Oyne NpPOBEACHO CHUCTEMHE IOPIBHAHHS €(QEKTUBHOCTI 1TEHTUIHUX
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apXITEKTYp HEUPOHHUX MEPEXK, IMILIEMEHTOBAHUX B 000X (peiiMBOpKaX, HA Cy4aCHUX

Habopax nanux loT-tpadiky.

1.5 IlocTa"HoBKA 3aaa4i JOCTIKEeHHA

besneka mepex [HTepHETY pedeil € cepilo3HOI0 MPOOIEMOIO B €MOXY BEIMKUX
JAHUX Ta MITYYHOTO 1HTENIEKTY. 3pocTaioya KUIbKICTh PO3YMHHUX MPHUCTPOIB, sIKa, 3a
MIPOTHO3aMHU, CSITHE JIECATKIB MUTBSIPIIB OJUHUIIG [37], BUKIIMKAE HATaJIbHY TIOTPEOy Yy
pOTUIIi HOBUM 3arpo3am kioepOesnerii. Ak 3a3navatots Felcia Bel ta Sabeen (2021),
[oT-npuctpoi yepe3 cBOIO OOMEXKeHYy OOYUCITIOBAIbHY MOTYXKHICTh, MaM'ATh Ta
€HEPrOEMHICTh € JIETKUMH LIISAMU JJIs PI3HOMAHITHUX aTak, 30Kpema, BIJIMOBHU B
ob6ciyropyBanHi (DoS) Ta po3mnoziieHoi BigMoBu B 06ciyroByBanHi (DDoS) [38].

OnHak, HE3BaXAlOUM Ha 3HAYHY yBary JOCJIJHHUKIB J0 Ii€i MpoOiemMu, aHami3
JITEpaTypu JO3BOJISIE BUSBUTH HHU3KY HEBUPINIEHUX IMHUTaHb. 30KpEMa, ICHYIOYI
orjsaoBi pobotw, Taki sk Bel, Sabeen, 2021 Ta Hassija et al., 2019, sxicHo
KJacu(ikyroTh 3arpo3u Tta atakud B loT, ame yacto HEe MPONOHYIOTH HMOPIBHSUIBHOIO
aHami3y e(EeKTUBHOCTI Cy4aCHUX I1HCTPYMEHTIB 3aXWMCTy Ha mnpaktuii. bararo
TOCITIKEHb, TPHUCBIYCHUX O€3MOCepPEAHhO BHUSBICHHIO aTaK 3 BHUKOPHUCTAHHSIM
MaIllMHHOTO HaBYaHHS, 4YacTO CTPaXJIAlTh BiJ HEAOCTaTHHOI OOIPYHTOBAHOCTI
BHOOpPY MoJieniel Ta MeToAoJorii ominku. Sk BuaHO 3 orysiay Bel, Sabeen, 2021, pizHi
niaxoau (Hanpukial, SVM, Random Forest, HelipoHHI Mepexi) 1EMOHCTPYIOTh PI3HY
e(EeKTUBHICTh, aJie MPSMOTO MOPIBHSHHS Ha €IMHHUX JaTaceTax Ta 3a OJHAKOBUMU
KpuTepisiMu dacto He npoBoauThes [39]. Kpim Toro, OinbmiicTs poOIT OLIHIOIOTH
pe3yJibTaTH JIMIIE 3a METPUKOI TOYHOCTI (accuracy), MO0 € HEIOCTaTHIM ISt
He30amaHCcOBaHUX HAOOPIB TaHUX, XapaKTePHUX I 3a71a4 KioepOe3neku, /ie KUTbKICTh
aTak 3HaYHO MEHIIA 3a KIJIbKICTh HOpMaibHOTO Tpadikyx [38].

Takum yMHOM, BUHUKae HaykoBa MpoOjema, sKa MOJISAra€ y BIJACYTHOCTI
CUCTEMHOT'0, €MIIPUYHO OOIPYHTOBAHOIO MIJXOJY /10 BHUOOPY Ta OLIHKH METOIIB
BUSIBJICHHS BTOpPrHEHb i1 Mepek [oT, mo BpaxoByBaB OM HE JHIIE TOYHICTH
kiacudikamii, a W Takl TPaKTUYHO BaxJMBI (aKTOpW, SK YaC HABYAHHS,

IPOIYKTUBHICTh 1HPEPEHCY Ta CTIMKICTh 10 HEBIJOMHUX aTaK.
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Mertorw aaHoi poOOTH € po3poOKa Ta eMITipUYHE MOPIBHAHHSA €()EKTUBHOCTI
MeToiB BusiBiieHHa DDoS/DoS aTak Ha 0CHOBI MIHMOOKOTr0o HaBYaHHS, peali30BaHUX Yy
¢dpeiimBopkax TensorFlow Ta PyTorch, nist mepex [atepuety peueit. g nocsirHeHHs
METH HEOOX1THO BUPIIIUTU HACTYITHI 3aBJIaHHS:

1. PeanizyBaTu 11eHTHYHI apXITEKTYpHU HEUPOHHUX MEPEX Ui BUSBICHHS
atak y cepenoBuiax TensorFlow ta PyTorch.

2. [IpoBecTH excriepuMeHTaIbHE AOCHIKEHHS e(heKTUBHOCTI MojeNiel Ha
akryanpaux npatacetax CICIoT2023 (maBuannsi) tTa CIC-DIAD2024 (TecTyBaHHS
CTIAKOCTI).

3. BukoHaT nopiBHSUIBHUYN aHaJ13 OTPUMAHUX PE3YJIbTAaTIB 32 KOMILIEKCOM
METpUK (TOUYHICTh, MOBHOTA, F1-mipa, AUC-ROC, yac HaBuaHHs Ta iHDEpeHCy).

4. Ha migcraBi anaizy BUSHAYUTH ONTUMANIbHY TUIATQOPMY Ta apXITEKTYPy

JJIA 3a1:[aqi BUABJICHHSA BTOPrHCHb B YMOBAX, OJIM3BKUX 10 pCajibHUX.

1.6 BucHoBku 10 posainy 1

[IpoBeneHmii aHamiz MATBEPAUB KPUTHYHY BaXKJIMBICTh Ta CKIIQJIHICTh
3a0e3neueHHs Oe3neku loT-mepex, 3yMOBIIEHYy MAacoBICTIO MPHUCTPOIB, IX
OOMEKEHUMHU pecypcaMu, BICYTHICTIO CTaHAAPTU3AIll] Ta PI3BHOMAHITTSAM IIJIEH s
aTak. 3arpo3u HOCSITh CHCTEMHUI XapakTep, OXOIUIIOI0YN BCl PiBHI apXITEKTYpH, 110
BHMAarae KOMIUIEKCHOTO MiTXOAY A0 3aXHUCTY.

Cnemndika IoT pobute TpamuiiiiHi 3aco0M 3axuUCTy HeePEKTUBHUMH,
CTBOPIOIOYM TMOTpeOy B CHEHIANI30BAHUX, PO3MOIIJICHUX Ta I1HTEIEKTYaJIbHUX
cuctemMax BUsABIeHHsS BToprueHb (IDS). Metoan MammmHHOTO Ta TIIMOOKOTO HaBYAHHS
€ HANMEepPCIEeKTUBHIIINM IHCTPYMEHTOM JIJIsi CTBOpEHHs amanTuBHUX IDS, 37aTHMX
BUSIBJISITU SIK B1JIOM1, Tak 1 HOBI anoMautii B [oT-Tpadiky.

Oruysin niTepatypy BUSBUB CYTTEBI HEJOJIKM B ICHYIOUMX JOCIIDKCHHSX, TaKi
K HEJIOCTaTHS OOTPYyHTOBAHICTh BUOOpPY MoOJeJiel, HealeKBaTHA OIIHKA SKOCTI Ha
He30aJaHCOBAaHUX JAHUX Ta BIACYTHICTh YHI(IKOBAaHUX KPUTEPIiB NOPIBHIHHSA. Takox
3a(piKCOBaHO BIJCYTHICTh KOHCEHCYCY UIOJI0 ONTHUMAJIbHOTO 1HCTPYMEHTApIIO

(TensorFlow umu PyTorch) ms 3anau [oT-0e3neku.
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Ha ocHoBI mpoBenieHoro anami3y copMyIb0BaHO OCHOBHY HayKOBY MTpoOIeMy:
BIJICYTHICTh CHCTEMHOTO, EMIIIPUYHO OOIPYHTOBAHOI'O MIAXOMy OO TOPIBHSHHS
e(eKTUBHOCTI METO/IIB TNIMOOKOT0 HABYAHHSI, Peasli30oBaHUX y PI3HUX (pperMBOpKax,
it BusiBiieHHss DDoS-arak B loT-mepeskax. J{ns BupiieHHs 1i€i npodieMu y poOoTi

BHU3HA4YCHO MCTY Ta KOHerTHi 3aBJaHHA ,Z[OCJ'IiI[)KeHHH.
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PO311J1 2 PO3POBKA METOAY BUABJIEHHSA BTPYYAHb HA OCHOBI
I'N"IMBOKOI'O HABYAHHA

2.1 Bu6ip Ta oOrpyHTYBaHHS apXiTeKTypPH HeHPOHHOI Mepe:xi 1151 BUABJICHHS
BTOPIrHEHb

2.1.1 Anani3 apxXiTeKTypHHX pillleHb /ISl AHAJI3Yy Mepe:xkeBoro Tpagiky loT

CydacHi cucteMu BUSBICHHs KiOEpBTOPTHEHb B Mepekax I[HTepHeTy peueit
BUMAralmTh PETEIHHOTO MIIXOMy 10 BHOOPY apXiTeKTypd HEHUPOHHUX Mepex. Sk
3a3Ha4yeHO B Migpo3aini 1.3, mepexkeBuil Tpadik [oT XxapakTepuzyeTbcsi BHCOKOIO
BUMIPHICTIO, HEIIHIMHUMU 3aJI€KHOCTAMHU Ta JUHAMIYHOIO 3MIHOIO MATTEPHIB aTaK.
Ha puc.2.1 HaoyHO mNpeACTaBICHO TMOPIBHSHHA TPbOX OCHOBHHX apXITEKTYp
riubokoro HaBuanHsa (MLP, CNN, RNN/LSTM) 3a n'sTbmMa KIFOUOBUMU ISl aHAITIZY
Tpadiky KpUTEpisSIMH: 3AATHICTb BUSIBJSITUA JIOKAJIbHI MaTTEPHU, €PEKTUBHICTH IS
4acOBUX IOCIIJIOBHOCTEN Ta BUCOKOBUMIPHUX JaHUX, OOUMCIIOBANIbHA CKIIAIHICTD 1
npocroTa peamizamii. Sk BugHO 3 1HQorpadiku, apxitektypa MLP aemoHctpye
nepeBary 3a ABoMa KputuuHuMH s loT-cepemoBumia mapamerpaMu: HaMKpalry
e(EeKTUBHICTh IJI1 BUCOKOBHUMIPHUX JaHMX Ta HAWBUILY MPOCTOTY peajizarlii, 110

NIATBEPAKYE NOUIBHICTD ii MOAAIBIIOTO PO3TIISAY.

3paTHICTE Ao

e “TBWRBIEHHA NOKAaNbBHWX
L HiB

—= MLP
—— (NN
@~ ANN/STM

EdexmenicTs ans
waco!
NOCNILOBRICTENR
7\

™ N

WEBHICTE
HKOBHMIpHKX
HHX

OBuNCnIoBanEHa
cxnapHicTs

F~
e — __—ApocroTa
— peanizauli

Puc.2.1 — IlopiBHSIHHS apXITEKTYp HEMPOHHUX MEPEXK Il aHaII3y Tpadiky
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VY Tabmumi 2.1 mpeAcTaBlieHO MOPIBHSJIBHUM aHalli3 OCHOBHHMX apXITEKTYp
HEHPOHHUX MEPEX IS 3a7a9 aHaTi3y MEepeKeBOro Tpadiky.

Tabmuis 2.1 — IopiBHSUIIBHA XapaKTEPUCTHKA apXITEKTYp HEMPOHHUX MEPEx

_ . 3acTOCyBaHHS B
Apxitektypa | IlepeBaru Henomixu
IoT
OO6mMexeHa
EdextuBHa TUIA
' 3IaTHICTH 110 Knacudikartis
BHCOKOBHUMIPHHUX
MLP BUSBJICHHS MEPEKEBUX
JTaHUX, mpocra
P IIPOCTOPOBUX MOTOKIB[ 53]
peanizaifis
3aJIKHOCTEN
EdexTuBne
Bumarae Amnami3z
BUSIBIICHHS
CNN CTPYKTYPOBaHUX MIOCJI1 IOBHOCTEH
JIOKATbHUX
_ BX1IHUX JaHUX nakeTiB[54]
MaTTEePHIB
EdexTusHi s | Bucoka Amnani3z tpadiky B
RNN/LSTM 4aCOBUX o0uHrcIoBaIbHA peabHOMY
MOCJ1JOBHOCTEH CKJIQJIHICTh gaci[55]

BpaxoByroun crenudiky 3amadi BusiBieHHs DDoS-atak B loT-mepexax, ne
HE0OX1THO 0OpOOISATH BEIUKI 0OCITH BUCOKOBUMIPHUX JAHUX B YMOBaxX OOMEKEHHX
pecypciB, OyJio IPUIHATO pillieHHs PO BUKOpUCTaHHs apxitektypu MLP. Lleit BuGip
OOTpYHTOBAaHMI HACTYITHUMU (haKTOpaMHU:

l. EdexktuBHicTh 00poOKM  BHCOKOBUMIpHUX gaHux: MLP 3natHi
e(deKTHBHO OOPOOISATH BEKTOPH 03HAK PO3MIpHICTIO 100+ KOMITOHEHT, 10 XapaKTEPHO
11t MmepeskeBoro tpadiky [oT.

2. 3/1aTHICTb 0 y3arajdbHEHHs: 3aBAAKY 1€epapX1yHiil cTpykTypi MLP 3natHi
BUSIBJISITH CKJIQ/IHI HEJIIHIMHI 3aJIEKHOCTI MI’K O3HAKAMH MEPEKEBOT0 Tpadiky.

3. Oo6uuncmoBanbHa epektuBHICTh: [TopiBHsIHO 3 CNN Ta RNN, MLP MatoTh
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MEHIy OOYHCIIOBAIbHY CKJIQAHICT, [0 KPUTHUYHO BAXKIUBO I CHCTEM Oe3leKu
peabHOTO Yacy.
4. [TpocTota iMmuemenTarii: MoOXIHBICTh JIETKOI peali3alii 1AeHTUYHUX

apXITEKTYp B Pi3HUX (PperMBOpPKax sl HOPIBHSJIBLHOIO aHATI3Y.

2.1.2 leTaJabHIH ONMC APXITEKTYPH Mepexki Ta 00IPyHTYBAHHS MapaMeTpiB

Ha ocHOBI KpUTHYHOrO aHalli3y Cy4aCHHUX HAyKOBUX IIpallb, MPHUCBIYCHUX
apXITeKTYpHUM pIIIEHHAM JJIS 3a1ad  kioepOesmeku I[HTepHETy pedeid, Oyio
po3po0sieHO apXiTekTypy OaratomapoBoro mneprentpoHa (MLP). 3okpema, B
ornsioBid poboTi Al-Garadi Ta cmiBaBropu (2020) cucTeMaTr30BaHO 3aCTOCYBaHHS
METO/IB MAalIMHHOTO Ta IIIMOOKOro HaB4yaHHs, BKItouaroun MLP, nns 3axucty loT-
mepex [3]. Hocmimkenus Neto Ta iHmi (2023) Ha OCHOBI MacIITaOHOTO JaTaceTy
CICloT2023 miarBepauiao €(peKTUBHICTh IMIMOOKHX apXITEKTyp Uisl Kiacugikamii
CKIagHUX MepexeBux aTtak [39]. [Ipu npoekTyBaHHI KOHKPETHOI KOH(ITryparii mapis
BpaxoBaHO (hyHAaAMEHTAIbHI MPUHLIUINN TOOYAOBH MIHMOOKHX MEPEXK, ONMKMCAH1 Y Iparli
Goodfellow, Bengio ta Courville (2016), 110 peKOMEHIyI0Tb 1€papXiuHe 3MEHIIEHHS
PO3MIPHOCTI MPUXOBAHUX IIApiB I ePEeKTUBHOTO BUIy4YeHHs 03HaK [25]. Kpim Toro,
JUIst 3a0e3neYeHHs] CcTa0lIbHOCTI HaBUYaHHS TNIMOOKOI MEpeXi 3aCTOCOBAHO KIIFOYOBI
METO/I1, OOTPYHTOBaHI B BIUIMBOBHUX poOoTax: TexHosorito Batch Normalization (Ioffe
& Szegedy, 2015) [40] Ta ontumizatop Adam (Kingma & Ba, 2014) [42].
BpaxoByrour 1i TEOPETHYHI IIOJIOKEHHS Ta pEe3yJbTaTH BIIACHUX IONEPEaIHIX
EKCIIEPUMEHTIB 3 MIJ00POM TineprapameTpiB, OyJI0 0OpaHO OCTATOYHY APXITEKTYpPY
MLP 3 nocninoBHicTio mapiB 512-256-128-64-3 nelipounis. JleTanbHe oOrpyHTYBaHHS
KOXHOI CKJIa/I0BOi apXITEKTYPH IPE/ICTABICHO HIKYE.

Bximuuii mrap: Po3MipHICTH BXITHOTO BEKTOpa CTaHOBUTH 106 03HAK, M0
BI/IMOBIZIA€ XapaKTEPUCTUKAM MEPEXeBOro Tpadiky, 3reHEpOBAHOTO B paMKax
excriepuMeHTy. lLleii po3Mip o0OTpyHTOBaHWUN HEOOXIMHICTIO OXOIUICHHS BCIX
KITIOYOBHUX XapaKTEPUCTHK MEPEKEBUX IMAKETiB, BKIIIOUAIOUM YacOBI MapameTpH,
CTaTUCTUYHI MMOKA3HUKH Ta IHPOPMAIIIO PO MPOTOKOJIH.

[IpuxoBani mapu: ApXITEKTypa BKJIIOYAE YOTHPU TNPUXOBAHUX IAPH 3

KUIBKICTIO HeWpoHiB 512, 256, 128 Ta 64 BiamosigHo. Taka iepapxiuyHa CTPYKTypa
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JTIO3BOJISIE MEPEKI MOCIIIOBHO BUSBIISATH CKJIQIHI aOCTpaKIii B JaHUX:

1. ap 512 wneitponiB: 3abe3neuye NEepBUHHY OOpOOKY BXITHUX JaHUX Ta
BUSIBIICHHS! 0a30BUX MaTTepHiB. Bennka KUIBKICTh HEWPOHIB HA I[bOMY PiBHI
JTO3BOJISIE 3aXOMUTH HIUPOKUM CIIEKTP MOAIMBUX KOMOIHAIIIM O3HaK.

2. Ilap 256 neipoHiB: Buninise OiIbII CKIaJHI B3a€EMO3B'SI3KM MK O3HAKAMU.
3MEeHIIeHHS KUTBKOCTI HEMPOHIB CIIPHUsiEe CTUCHEHHIO 1H(OpMaIlii Ta BUSBICHHIO
HaNUOUIBII 3HAUMMUX XapaKTEPUCTHK.

3. Ilap 128 wnediponiB: dopmye BHCOKOPIBHEBI abCTpakiiii, MO BiAMOBIIAIOTH
KOHKPETHHM THIIaM MEPEKEBOT aKTUBHOCTI.

4. Ilap 64 wuetiponiB: [linroroBka n0 ¢inanbHOI KiIacudikaili, Ae BiIOYBAEThCI
octatoyHe (OpMYBaHHS O3HAK JJISI PO3ITI3HABAHHS KIIACIB.

Buxinuuii map: Mictute 3 HeWpOHHM, WIO BIJNOBIJAE€ TPHOM Kjacam
kiacudikarii - HopMamsHu Tpadix, DDoS-ataku Ta ckanmyBaHHS. BukopucTraHHS
dbyHkii akTuBamii softmax 3abe3medye HoOpMasi3aiilo BUXITHAX 3HAYEHb y BUTIISAII

AMOBIPHOCTEN HAJIEKHOCTI /10 KOKHOTO KJIacy.

Brignwa wap NMpuxosanwi wap 1 Mpuxosanwi wap 2 Npuxopanmn wap 3 Mpuxopannm wap 4 BuxigHwh wap

1 356 neRpowiE 178 usRpourE £4 Meaponin

AxTIBaLER Axtumass: Reld ArTapausn Felld ArTmpauin Aslly Asrauaurn: Aol ArTanauyis Saftmanx

Puc.2.2 — JleranpHa cxema apxitektypu MLP 512-256-128-64-3

2.1.3 O0rpyHTyBanHst BuOOpY pyHKIii aKkTHBaLii Ta METOAIB peryaspu3auii
Oynkiii aktuBaiii: Jas BciX mpuxoBaHUX IMapiB OyJsio oOpaHO (YyHKIIIO

aktuBauii ReLU (Rectified Linear Unit). Lleii BuGip oOrpyHTOBaHUN HACTYIHUMH
nepeBaraMu:

1. EdextupHicte HaByaHHsA: ReLU nemoHcTpye mBuamly 301KHICTh
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MOPIBHSHO 3 CUTMOIAHUMHU (QYHKIIISIMH, 11O MIATBEPUKYETHCS JOCTIHKEHHIMH B
raixysi rmOoKoro HaBuaHHs [43].

2. YHUKHEHHS TpoOjeMu 3HUKAYMX TpamieHTiB: Ha BigMiHy Bif
curmoigaux ¢GyHkiid, ReLU He cTpaxkmae BiJl €KCIIOHEHIAJIBHOTO 3MEHIIECHHS
TPaJi€HTIB MPU HABYAHHI TIMOOKUX Mepex [44].

3. ObuucmroBanbHa edektuBHiCTh: O6unciaenns ReLU e mpoctum Ta
IIBUJIKUM, 110 BaXKJIMBO JJIs1 OOpOOKH BEJIMKUX 00CSTIB MepexkeBoro Tpadiky [45].

Marematnuno ¢ynkiis ReLU Bu3HauaeThCs SIK:

f(x) = max(0, x)

[ITapu BatchNormalization: ITicas K0XHOTO TOBHO3B'SI3HOTO IIapy JI0AaHO
mapu BatchNormalization a1 ctabinizanii npouecy HaBuaHHsA. Hopmanizanis nakeTis
J103BOJIsIE [46]:

1. IIpuckopurtu 301KHICTh HABUYAHHS

2. 3MEHIINUTH 3aJIEKHICTh B1J 1HIIIa113a11l]l Bar

3. J103BOMUTH BUKOPUCTAHHS BUILUX IIBUIKOCTEH HaBUYaHHS
4. Jlemro 3MeHIIUTH HEOOXIAHICTh Y BUKOpHUCTaHHI Dropout

Meronu perynspuzaiii: Jlns 3amoOiraHHs mepeHaBYaHHS OYJI0 3aCTOCOBAHO
KOMO1HAI[1}0 METO/IIB Perysipu3arlii:

Dropout: 3 koedimientom 0.4 nas nepuioro npuxoBaHoro mapy ta 0.3 mus
npyroro. Taki 3HaueHHs OOpaHi Ha OCHOB1 €KCIIEPUMEHTAIBHUX JOCTIIKEHb, SK1
MOKa3aJld, 10 OuIbIl BUCOKHMM piBeHb Dropout Ha paHHIX mIapax e(eKTUBHIIIEe
3aro0irae nepeHaBuYaHHIO.

L2 perymspuzariisi: 3 xoediiienTom le-4, 1o gomoMarae 0OMEXUTH BETUUUHY

Bar Ta MOKPAIUTH y3araJIbHIOKYY 31aTHICTh Mojeni [47].

2.1.4 Bu0ip ¢yHKuii BTpaT Ta ONTHMi3aTopa
Oynkiis Brpatr: s 3amaui 6aratokiaacoBoi kiacudikarii oOpaHo (QyHKIIIO

sparse categorical crossentropy. Ileii BuOip oOTpyHTOBaHUIN THUM, 110 JaHa (PYHKILsS
e()eKTUBHO Mpaloe 3 MUIMMH MITKaMH KjaciB 06€3 HeOOX1THOCTI iX MOMepeHbOro
nepeTBOpeHHs B one-hot encoding, 10 3MEHIITye BUMOTH A0 aM'sITi.

MareMatnyHe BU3HAUYEHHS (PYHKI[IT BTpaT Ma€ BUTJISL;

28



C
L= _z YVerue,i log (ypred,i)
i=1

€ Yirye — CHPABKHI MITKH, Ypreq — IPOTHO30BaH1 #MoBipHOCTI, a C —

KUIBKICTh KJIACIB.

Onrtumizatop: s HaBuaHHS Mozem oOpaHo omtuMizatop Adam (Adaptive
Moment Estimation) 3 mouatkoBoro mBHaKIcTIO HaB4yaHHs 0.0005. Bubip Adam
oOrpyHTOBaHUM Horo nepeBaramu [48]:

1. AJlanTHBHA IIBHUJAKICT, HaBYaHHS: ABTOMAaTHYHE HaJAIITyBaHHS
MIBUIKOCT] HABYAHHS TSI KOSKHOTO IapameTpa

2. EdexTuBHICcTh Ha Benukux Aatacerax: [linTBeppkeHa e(peKTUBHICT IPH
po0OOTI 3 BEIUKUMHU 00CATaMU JJAHUX

3. CTiiKICTh 10 UIyMYy: 37aTHICTh €(EKTUBHO MPAIIOBATH 3 3alIyMJICHUMHU
rpajlieHTaMu

[TapameTrpu ontumizaTopa Adam:

. B1 = 0.9 (koedilieHT 715 HEPUIOTO MOMEHTY)
. B2 =0.999 (xoediuieHT 11 IPYroro MOMEHTY)
. € = le-7 (crabimizaliiifHa KOHCTaHTA)

o Tabnuig 2.2 — [TapameTpu apxiTEKTypH HEMPOHHOT MEPEXKI

[TapameTp 3HaYEHHs OOrpyHTYBaHHS

OnTuManbHa 11 BACOKOBUMIPHHX
ApPXITEKTypa 512-256-128-64-3
TAHUX

. ' [[IBuaka 301XKHICTh, YHHUKHEHHS
DyHKI1 aKTUBAL] RelLU o
3HMKAIOUMX I'PAJIEHTIB

EdextuBne 3ano0iranHs
Dropout 0.4/0.3
MepEHaBYAHHIO

BatchNormalization [Ticnst KOXKHOTO TIapy Craburizaris HaBYaHH
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[TapameTp 3Ha4YeHHS OOrpyHTYyBaHHS

' Sparse  Categorical | EdextuBHa s 06aratokiiacoBoi
DyHKIIISA BTpaAT L
Crossentropy kiacudikarii

OnTtumizaTop Adam AJTanTUBHA MBUJIKICTh HABYAHHS

' bamanc MDKX  HIBAUAKICTIO  Ta
[earning Rate 0.0005 o
CTAOUIBLHICTIO

2.2 @opMyBaHHS TAa NONEPeaHA 00POOKA eKCNIEPUMEHTAJIBHUX TAHUX

2.2.1 Anaui3 icnyrounx loT-garaceriB Ta 00rpyHTYBaHHSA reHepauil
CHHTE30BAHOI'0 AaTaceTy

[IpoBenenuii anam3 cydacHux loT-gaTaceTiB BHSIBUB SIK TIE€peBarv, Tak 1
0OME>KEHHS ICHYIOUHUX pillieHb. PO3riisHEMO JieTallbHilIe OCHOBHI JIOCTYIIHI J1aTaCeTH:

CICIoT2023 (Neto et al., 2023) mictuth aani 3 105 peasnibaux loT-mpucTpois Ta
33 Tunu atak. IlepeBarum BKIIIOYAIOTh PI3HOMAHITHICTh aTaK Ta PEaJbHICTh JaHUX,
OJIHaK OOMEXEHHSI TOJIATalTh y (PIKCOBaHIN apXITEKTypi MEpexi Ta BIJICYTHOCTI
MOXJIMBOCTI KOHTPOJIFOBaTH OaaHc kjacis [39].

Edge-11oTset (Ferrag et al., 2022) npomnoHye KOMIUIEKCHI JaHi 3 7-1IapoBOT
apXxITEKTYpH, ajie OPIEHTOBAHMI MEPEBaKHO Ha MpoMucioBi loT-cictemu [44].

BpaxoByroun 11 OOMEXEHHsA, OyJ0 NPUMHATO pIIIEHHS MpPO TeHEPALIo
CHUHTE30BAaHOI'0 AaTaceTy, U0 J03BOJISE:

1. Kontpons Oamancy  kiaciB: 3a0e3nedyeHHS  PEenpe3eHTATUBHOTO
PO3MOALTY Mk HOPMaJIbHUM Tpa(ikoM Ta pi3HUMHU TUIIAMU aTaK

2. MacmraboBanicTh: MOXKIHMBICTh TeHEpaIlli Oyb-gK0i KIIBKOCTI 3pa3KiB

BIJIOBIJTHO /10 TOTPEO €KCIIEPUMEHTY

3. BinrBoproBaHicTh:  3a0e3neueHHs OJHAKOBHMX YMOB ISl BCIX
CKCIICPHMEHTIB
4. ['HyukicTb: MOXIMBICTB JIETKO MOAU(IKYBATH MapaMeTpH reHepanii 1is

BUBYCHHSI PI3HUX CIICHAPIiB
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2.2.2 JleraJbHHUIl ONIKC MPOLIECY TeHepallii JaTaceTy

[Ipotiec renepaiiii 1aTaceTy BKIIOYAE KiIbKa €TaMIB, KOKEH 3 IKUX PEaTi30BaHO

3 ypaxyBaHHsM crienugiku loT-tpadiky:

Eram 1: ba3zoBa renepariis 3a ronomoroto make classification

Jlns  crBOopeHHs  0a30BOro  HaOOpy JIaHMX BHUKOPHCTaHO  (DYHKIIIIO

make classification 3 6i6mioTeku scikit-learn 3 HacTymHUMEU TTapaMeTpaMH:

)]

2)

3)

4)

6)

7)

9)

n_samples: 4,000,000 3paskiB (renepoBano yactuHamu 1o 1,000,000 s
ONTUMI3a1lii BAKOPUCTAHHSI TTaM'ATi)

n_features: 84 indopmaTrBHI 03HAKU

n_informative: 50 HalO1IbIIT 3HAYYIIIUX O3HAK

n_redundant: 25 o3Hak, KOpeJIbOBAHUX 3 IHPOPMATUBHUMHU

n_repeated: 9 qy0ap0BaHUX O3HAK

n_classes: 3 kiacu (HopmanbHuii Tpadik, DDoS, ckanyBaHHS)

n_clusters per class: 2 kjmactepu Ha Kjac JJis IMITaIlli pI3HUX MIATUIIIB aTak
flip_y: 0.01 (piBeHb IymMy B MITKax)

class_sep: 2.5 (cTymiHb pO3LICHHS KJIACIB)

Etan 2: JlonaBanns loT-cnenudiyanx xapakTepucTuk

JIns HaOM KEHHS CHHTE30BaHUX JIAHKUX JI0 peaabHux yMoB loT-Mepex mo01aHo

JIOJIaTKOBI I'PYNH O3HAK:

XapaKkTepUCTUKH TAKETIB:

Po3mipu makeTiB: TEHEPOBAHO 3a €KCITOHEHIIHUM PO3MOALIOM 3 TTapaMeTpoOM
A=200

YacoBi iHTepBaJId: TEHEPOBAHO 32 raMMa-pO3MOIIJIOM 3 mapameTpamu k=3, 6=1
@djaru MpOTOKOJIIB: BUIIAKOBI I11J11 YKcIia B Aiana3oni 0-7

TCP-duaru: 6iHapHi 03HAKU JUTST IMITAIllT PI3HUX CTaHIB 3'€THAHB
MareMaTuyHO reHeparlisi J0JaTKOBUX O3HAK OnmucaHa (opMyJiaMu:

Po3mipu nmakeTis:

python

packet sizes ~ Exponential(A=200)

YacoBi iHTepBaJIU:
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python

time intervals ~ Gamma(k=3, 6=1)

Etan 3: Po3zinienHst Ha HaBUaJIbHY Ta TECTOBY BUOIPKHU

JUIsi OLIHKM y3arajibHIOIOYO1 3JaTHOCTI MOJENeil JaraceT po3AUICHO Yy
criBBigHOIIEHH] 85%/15%:

. Hapuanpna Bubipka: 3,400,000 3pa3kiB

. TecroBa Bubipka: 600,000 3pa3kiB

PozninenHs BUKOHYBanoCs 3 BUKOPUCTAHHSIM cTpaTudikamii amas 30epekeHHs
MPOTIOPIIiH pO3MOILTY KJIACIB Y BCIX BUOIpPKaXx.

Erarm 4: [Tonepeans 06poOka TaHUX

Hopmanizanis o3nak: 3actocoBano StandardScaler niis nmpuBegeHHs BCiX 03HAK
JI0 €TMHOTO MacITaly:

python

X scaled=(X-p)/o

1€ | - CEpeHE 3HAUYCHHS O3HAKH, G - CTAHJIaPTHE B1JIXWJICHHS.

Hopwmaimizanis BUKOHyBasIacsi OKpEMO JJIsl HABYAJIbHOI Ta TECTOBOI BUOIPOK ISt

YHUKHEHHS BATOKY 1H(pOpMaIIii.

2.2.3 CtaTuCTHYHME aHAJI3 C(POPMOBAHOTI0 JATACETY

[TpoBeneHo neranbHUM CTATUCTUYHHMA aHATIT 3TCHEPOBAHOrO JaTaceTy IS
NEePEBIPKU HOTO SKOCTI Ta PeNpPe3eHTATUBHOCTI.

Tabnuusg 2.3 — XapakTepucTUKU ¢(HhOPMOBAHOTO JIaTACETy

[Tapamerp 3HaYeHHs Omuc

3arajpbHa KUIBKICTH Po3moait Mi>k HaBYaIBHOIO Ta
‘ 4,000,000 '

3pa3KiB TECTOBOIO BUOIpKaMH

o Bxnrouae 6a3oBi Ta IoT-crienmdivni
KinbpKiCTh O3HAK 106

XapaKTCPHUCTUKHU

Knacudikarris 3 knacu Hopwmanbamii Tpadix, DDoS,
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[TapameTp 3HaYeHHSA Omuc
CKaHyBaHHS
Po3moain kiacis 30anancoBaHuii [Tpu6auznHo mo 33.3% Ha ki1ac
Po3mip HaBUaIBHOI BuxopuctoByeThCs 1191 HABUAHHS
. 3,400,000
BUOIPKU Moenen
Po3mip TecToBOi . _
_ 600,000 BuKOpHUCTOBYETBCS U1 OLIHKY SIKOCT1
BUOIPKH
. [miTaris peaJibHIX YMOB MEPEKEBOTO
PiBeHp mymy 1%

Tpadiky

AHani3 po3noAily KIaciB:

1. Hopmaneuuit Tpadik: 1,133,313 3paskiB (33.33%)
2. DDoS-araku: 1,133,288 3pazkiB (33.33%)
3. CkanyBanss: 1,133,399 3pa3kiB (33.34%)

Takwuit 30amaHCcOBaHMI PO3IMOIIT 3a0e3nedy€e cTadlIbHE HaBYaHHS MOJICIICH Ta

YHUKHEHHSI CMEIIEHHS B O1K OUIbIII YMCJIEHHOTO KI1acy.
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HopmaneHui Tpadik CkaHyBaHH#A

Knacu patacety
HopmansHnia Tpadik
B ) 133,313 3paskia (33.3%)
DDoS aTakw
BN 1,133,288 3paskis (33.3%)

CraHyBaHHA
B 1,133,399 3paskia (33.3%)

DDoS aTakwn

Puc.2.3 — Po3moais ki1aciB y 3reHepOBaHOMY JaTaceTi

2.3 MeTo0J10risi NOPiBHAILHOTO Aoc/i:keHHs epexkTuBHOCTI TensorFlow Ta
PyTorch

2.3.1 3a0e3ne4eHHS iIEHTHYHOCTI YMOB €KCIIEPUMEHTY

J1J1st MpoBeIeHHSI KOPEKTHOTO MOpPiBHsUIbHOTO aHamizy TensorFlow ta PyTorch
peani3oBaHO KOMIUIEKC 3axOJIB HIOJ0 3a0e3MeyeHHs] 1IEHTUYHOCTI YyMOB
CKCTIICPUMEHTY:

ApxiTekTypHa igeHTHYHICTH: OOmaBi Mojem peami3yloTh 1ACHTHYHY
apxitektypy MLP 512-256-128-64-3 3 ognakoBumu pyHkuisimu aktubauii (ReLU) ta
MeToaamu peryisapusaiii (BatchNormalization, Dropout).

[nepmapameTpy HaBYaHHS:

1. HIBuakicte HaBYaHHA (learning rate): 0.0005 nns 0o60x GppeiMBOpPKIB

2. Kinbkicts enox: 40 st 060X GppeitMBOPKIB

3. Oynukmis  BTpar:  sparse  categorical  crossentropy — e€KBiBaJeHTHa
CrossEntropyLoss B PyTorch

4. Posmip makera: TensorFlow - 512, PyTorch - 1024 (koMIieHCOBaHO KiIbKICTIO

iTepartii)
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Onrtumizariist Iporiecy HaBYaHHS:

s TensorFlow peanizoBano cuctemy callback'i:

python

callbacks = [

EarlyStopping(patience=8, restore best weights=True),

ReduceLROnPlateau(patience=5, factor=0.5, min_1r=0.00001)

]

st PyTorch peanizoBano anayoriuny (GyHKITIOHATBHICTB:

python

scheduler = StepLR(optimizer, step size=15, gamma=0.5)

Tabmnuusg 2.4 — IopiBHssHHS napameTpiB HaB4aHHs i TensorFlow ta PyTorch

[TapameTp TensorFlow PyTorch [IpumiTku
_ 512-256-128- 512-256-128-
ApXITEKTypa [nentruna
64-3 64-3
DyHKIIis
. ReLU ReLU InenTuyna
AKTHUBAaIll
OnTtumizatop Adam Adam [nenTuuH1 napameTpu
Learning Rate 0.0005 0.0005 [nenTnunuit
Komnencosano
Batch Size 512 1024 . .
iITepariismMu
Ki1pKicTh emox 40 40 InenTnuHO
. ImenTrun1
Perymsapu3anis Dropout + L2 Dropout + L2 o
KoedimieHTH
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2.3.2 BusHayeHHsl KPUTEPiiB OLiHKH SIKOCTI Ta MPOAYKTHUBHOCTI

Po3po6neH0 KOMILJIEKCHY CHCTEMY OIIHKH, IO BKJIIOYAE METPHUKH SKOCTI
kiacudikaiii Ta TOKa3HUKUA MPOIYKTUBHOCTI:
Metpuku sSKOCT1 Kiaacudikarii:

1. Accuracy (TounicTs)[50]:

python

Accuracy = (TP + TN) /(TP + TN + FP + FN)

2. F1-Score: 'apmomniitHe cepemne mix precision Ta recall
python

F1 =2 * (Precision * Recall) / (Precision + Recall)

3. Precision (TouHicTh MpOTHO3Y):

python

Precision = TP / (TP + FP)

4. Recall (IToBroTa)[51]:

python

Recall =TP / (TP + FN)

| Confusion Matrix: Matpunss TOMWIOK i aHali3y TMOMMIKOBHX
KJacudikaIiimn

MeTpuku mpoyKTUBHOCTI [52]:

l. Yac HaBuaHHs: 3arajibHUi 4ac TPEHYyBaHHS MO/JIe/l Ha IOBHOMY JlaTaceTi
2. Yac indepency: Cepeaniii yac kiacudikaili oJJHOTO MaKeTa JaHUX
3. Buxopucranus mnam'sati: MakcuMalibHEe CHOXKHBaHHS — ONEpPaTUBHOI

mam'sTi 11/ yac HaBYaHHs

4. 3aBanTtaxenHss GPU: PiBenb BUKopucTanHs rpadiyHOro npouecopa
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HABYAHHA
MOLENENA

TensorFlow
MOOENL

BAMAAUIRA
TECTOBA BEMEIPKA

METPUKH METPVKMW
RKOCTI NMPOOYKTHEHOCTI

CTATUCTUYHNA
AHANIZ

Puc.2.4 — Cxema mporiecy OIiHKH SKOCTI MOJCIEH

2.3.3 Ilpoueaypa ekCcnepUuMEeHTAJIbHOT0 J0CiIzKEHHS
ExcniepuMenTanbHe OCH1KEHHS IPOBOAMIOCS Y KIJIbKA €TalliB:

Eran 1: ba3zose HaBuaHHS MOJIEJIEN

1. IHimanizamnis Moaenen 3 0JHAKOBUMH IOYATKOBUMHU BaraMu

2. HapuaHHs Ha IIGHTUYHHX JaHUX MPOTITroM 40 ermox

3. MOHITOpHHT TIpoIiecy HaBYaHHs 3 (piKCaIll€r0 TPOMIKHUX Pe3yIbTaTiB
Etan 2: Ominka sikocti kinacudikaiii

1. TecryBaHHS MOJENEH HA 1ICHTUYHINA TECTOBIM BUOIpII

2. Po3paxyHOK BCIX METPHUK SKOCTI

3. TloOGymoBa matpuirs momMuiok Ta ROC-kpuBux
Etamn 3: AHaini3 npoyKTUBHOCTI

1. BumiproBaHHs yacy HaBYaHHS Ta 1HPEPEHCY

2. MOHITOpUHT BUKOPUCTAHHS PECYPCIB
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3. AHaji3 MacmTaboBaHOCTI HA PI3HUX PO3Mipax JaTaceTy
Etan 4: CraTuctuunuii anai3 pe3yJbTaTiB

1. TlepeBipka CTAaTUCTUYHOI 3HAUYIIOCTI BIAMIHHOCTEH

2. Amani3z nucnepcii pe3yiabTaTiB

3. JloBipui iHTEpBaIM JJIsl METPUK SKOCTI

2.4 IlpoextyBaHHs Ta HAJAaIITYBaHHA cepenosuia Google Colaboratory

2.4.1 AnaparHe 3a0e3ne4eHHs Ta KOH(pIrypauisi
Excniepumentu ipoBoauiucs B cepenosuiii Google Colaboratory 3 HacTynmHOIO

KoH(pirypartieto:

I'padpiuni mpouecopu: BukopucroByBanmucs GPU tunmy T4 T1a K80 3
HACTYITHUMH XapaKTePUCTUKAMHU:

. NVIDIA T4: 16 GB GDDR6 nam'siti, 2560 CUDA snep

. NVIDIA K80: 24 GB GDDRS nam'siti, 4992 CUDA sinep

OmnepatuBHa nam'sth: 12-25 GB RAM B 3ajie’KHOCTI Bij THITY cecii

HuckoBe cxosuile: ~68 GB nocTymHoro npoctopy /uist 30epiraHHs 1JaTaceTiB Ta
MPOMIKHHUX PE3YJIbTATIB

Tabmuug 2.5 — XapakTepUCTHKU anlapaTHOTO 3a0€3MeYeHHS

KomiioHeHT | XapakTepuCTUKU [Ipu3HaueHHs
GPU NVIDIA T4, 16 GB [IprickopeHHsI HaBYaHHSI HEUPOHHUX
GDDR6 MEepeK

O6pobka maHux Ta ynpaBIiHHS

CPU Intel Xeon, 2-4 snep

nporecaMu

30epiraHHs AaTaceTiB Ta MPOMINKHUX
RAM 12-25 GB _

pe3yJIbTaTiB

30epiranHs KOiB, MOJieJIeH Ta
Jlnck ~68 GB

pe3yJIbTaTiB
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2.4.2 IlporpamHe 3a0e3ne4eHHs Ta 0i0Ji0TeKN

Jlns 3a0e3neueHHs BiATBOPIOBAHOCTI €KCIIEPUMEHTIB BUKOPUCTAHO CTaOLIbHI
Bepcii 016moTek:

OcHoBHI 610110TEKH:

. Python 3.8+

. TensorFlow 2.12+

. PyTorch 1.13+

. scikit-learn 1.2+

. NumPy 1.21+

. Pandas 1.5+

JlonaTtkoBi O10710TEKH [IJIs aHAII3Y:

. Matplotlib 3.5+ nns Bizyasmizarii

. Seaborn 0.11+ nst ctatucTHUHKUX TpadikiB

. SciPy 1.7+ st cTaTUCTUYHOTO aHANi3y

2.4.3 O0rpyHTYBaHHS BUOOPY XMAPHOI'0 Cepe0BHUIIA

Bubip Google Colaboratory o6rpyHTOBaHUN HACTYNHUMH (haKTOPAMMU:

1} HoctynHicte notyxunx GPU: be3komToBHHMI [OCTYN 10 MOTYXHUX
rpadiuHUX MPOLECOPIB I HABUAHHS IITMOOKUX MEpEex

24 BiaTBoproBaHicTh: MOXIMBICTE TOYHO BIATBOPHUTH CEPEAOBUIIE IS
MOBTOPHUX EKCIIEPUMEHTIB

3. MacmraboBanicts: Jlerke macmraOyBaHHS 0O4YMCIEHB AJiS poOOTH 3
BEJIUKUMH J1aTaceTaMu

4. InTerpanis 3 Google Drive: 3pyune 30epirants 1aTaceTiB Ta pe3yabTaTiB

2.4.4 Ilpouec HAJIAIUTYBAHHSA CepeI0BHUIIA

PeanizoBaHo aBTOMaTH30BaHMI MPOIEC HATAIMTYBAHHS CEPEIOBUIIA;
Irimamzams GPU:

python

# /s TensorFlow

physical devices = tf.config.list physical devices('GPU")
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tf.config.experimental.set memory growth(physical devices[0], True)
# J{na PyTorch

device = torch.device('cuda' if torch.cuda.is_available() else 'cpu')
Onrtumizariisi BAKOPUCTAHHS ITaM'sITi:

. Bukopucranss renepaTopiB TaHUX IS POOOTH 3 BETUKUMH JIaTaCETaMHU
. batdoBa 06pobka a1 MiHIMI3aIl HABAaHTAXKEHHS HA TIaM'STh

. Perynsipae ouniieHHs Kenry Ta TAMYaCOBHX 3MiHHUX
MOHITOpPHHT pecypciB:

python

# Mounimopune suxopucmanns GPU

gpu_info = !nvidia-smi

# Mounimopune euxopucmamnms nam'sami

memory_info = !free -h

HagiaHHia Mogenen

TensorFlow Mogens PyTorch Monens

Banigauin va tectoein subipui

MeTpMEK NpoAYKTHEHOCTI
* Hac HaBYaHHA
* Yac indepency
* MaM'ATe
* GPU

NopiBxanbHi pesyaeTaTi

Puc.2.5 — ApxitekTypa eKClepuMEHTAILHOTO CepeIOBUIIA
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2.5 CucreMa MOHITOPHMHIY Ta BaJijauii pe3yJbTaTiB

2.5.1 KomimuiekcHa cucTeMa JIOTyBaHHS

Po3pobiieHo cuctemy neTanbHOTO JIOTYBAaHHSI BCiX aCTIEKTIB €KCTICPUMEHTY:
JloryBaHHs mpoliecy HaBYaHHSI:
1. 3HaueHHs (QyHKIII BTpaT KOXKHOI €roXu
2. MeTpuku SKOCTI Ha BaJigariifHii BUOIpII
3. Yac BUKOHaHHS KOHO1 €IOXHU
4. Buxopucranns pecypcis (CPU, GPU, nam'sTh)
JloryBanHs KoH(DIryparii:
1. Bepcii Bcix BUKopucTaHux 0107110TeK
2. Tlapametpu Mozenel Ta rineprnapaMeTpu
3. Xer gaTaceTiB I 3a0€3MICUCHHS B1ITBOPIOBAHOCTI
2.5.2. BisyaJui3zauis pe3yJibTaTiB
PeanizoBaHo cucTeMy aBTOMATHYHOI TeHepallii BizyaTi3aliiii:
['padiku mpoliecy HaBYaHHS:
1. Kpugi HaBuanns (loss Ta accuracy)
2. TlopiBasiHHS mBUAKOCTI 301kHOCTI TensorFlow vs PyTorch
3. AHa3 IUHAMIKHY IBUIKOCT] HABYAHHS
AHanITAYHI Bi3yall3alii:
1. Martpuiii MOMHIIOK JIJIsl J€TaJbHOTO aHaI3y TTOMUIKOBUX KiIacH(iKaIlini
2. ROC-kpuB1 AJ1 OIIHKH SIKOCT1 O1HAPHUX KIacudikaii

3. I'padiku BaXXJIMBOCTI O3HAK JIJIsl IHTEpIpETaLii MOJIeei

2.5.3 CrarucT4yHa Bajdiganisa pe3yJjabTaTiB

Jlnst  3a0e3medeHHsl CTAaTUCTHUYHOI 3HAYYIIOCTI PE3yJIbTAaTIB  MPOBEICHO
(Tabmuus 2.6):

bararopazoBi 3anmycku: KokeH eKCriepuMEHT MOBTOPEHO 5 pasiB 3 PI3HUMH
random seed

ITepexpecna mnepeBipka: Bukopucrano k-fold cross-validation st orinku

CTAaOUILHOCTI MOJIENIEH
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CratucTuuHi TecTH: 3acTOCOBAHO t-T€CTH [UIS TEPEBIPKU 3HAYYLIOCTI
BIIMIHHOCTEN MK (ppeiiMBOpKamMu
JoBipui inTepBanu: Po3paxoBano 95% moBipyl iHTEpBaiu IJi BCIX METPHK

SIKOCTI.

2.6 BucHoBkHu 10 po3ainy 2

1) Po3po6ieH0 KOMITIEKCHY METOJ0JIOTII0 MOPIBHIBHOTO TOCIIKEHHS
edextuBHOCTI TensorFlow ta PyTorch nns BusiBnenns kibepropraenb y loT, mio
BKJIIOYA€E apXITEKTYPHI pILICHHs, TeHEePaIlii0 JaTaceTy Ta CUCTEMY OIIHKH.

2) OOrpyHToBaHo apxitektypy MLP 512-256-128-64-3 nns  anamizy
MepexeBoro Tpadiky [oT, mo epexTUBHO BUSABIISE CKIIAIHI HEJIIHINHI 3aJIEKHOCTI.

3) CdopmoBaHo cuHTe30BaHuU naraceT (4 mMiH 3pas3kiB, 106 o3Hak), 110
imiTye peanbuuit [oT-Tpadik 13 30a1aHCOBAHUM PO3MOIIIOM KJIACIB.

4) 3a0be3ne4yeHo 1ICHTUYHICTh eKCIepuMeHTaIbHUX YMOB Jutsi TensorFlow
ta PyTorch yepe3 ogHakoBi apXiTeKTypH, TineprnapaMeTpu Ta MPOoIeaypH OLIHKH.

5)  Po3pobiieHo cuctemy OILIIHKH, $SKa BKJIIOYA€ METPUKH  SKOCTI
kinacudikamii (accuracy, Fl-score ToIo) Ta MNOKa3HUKU MPOAYKTUBHOCTI (Yac
HaBYaHHsI, PECYpPCH).

6)  HanamroBaHo BiATBOpIOBaHE eKCIiEpUMEHTaNIbHE cepenoBulie y Google
Colaboratory 3 GPU, 1m0 103Bossie €(heKTUBHO MPAIIOBATH 3 BEIUKUMU TAHUMHU.

7) 3anmpornoHoOBaHa METOAOJIOTISl BH3HAYA€ ONTUMaJbHI MIAXOAH [0
noOyI0BU CHCTEM BUSIBJICHHS BTOPTHEHb 11 [0 T, 1110 € BHECKOM y PO3BUTOK METO/IIB

Ki0epOe3nexu.
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PO31J1 3 EKCIEPUMEHTAJIBHE JOCJI/KEHHA E@EKTUBHOCTI
3AITIPOITOHOBAHOI'O METOAY

3.1 3arajibHa XapaKTePUCTUKA eKCIIEPUMEHTAJIBHOI0 CepPeIOBUIIA TA KPUTEPIiiB
OLlIHKH

3.1.1 JeraabHa cnenundikaiis anapaTHO-NMPOrpaMHOro cepeaoBUIIa
ExcriepuMeHTansHe  JOCTIDKEHHS mpoBomwiocs B cepenoBui Google
Colaboratory (6e3koImToBHa Bepcis), 0 3a0e3MeUnio CTaHAApTU30BaHI YMOBH JIJIst
KOPEKTHOTO TOPIBHIHHS (PpperiMBOpKiB. Bubip xMapHoi miargopmu oOrpyHTOBAHUMA
HEOOXIJHICTIO YCYHEHHS BIUIMBY 30BHIIIHIX (DakTOpiB Ta 3a0€3MEYEHHsS MOBHOI
BIJITBOPIOBAHOCTI Pe3yJIbTATIB (arapaTHa KOHQIrypalis npeacrabieHa B Tadmuii 3.1).
[Iporpamue 3a0e3meyeHHs Majio HACTYIIHI BEPCIi:
e Python 3.8.16 - 6a30Ba MoBa nporpaMmyBaHHS
e TensorFlow 2.12.0 - 3 miarpumkoro GPU uepe3s CUDA 11.8
e PyTorch 1.13.1+cull7 - 3 ontumizaniero ajis GPU
e CUDA Toolkit 11.8 - mnaTtdopma 115t mapaneabHUX 00YUCICHb
e cuDNN 8.6.0 - 616;mi0Teka 1715 TIIMOOKOTO HAaBYaHHS
KoHpirypariis cepeoBuiia nepesipsiiacs KOMaHAAMM:
python

import tensorflow as tf

. print("TensorFlow version:", tf.  version )

. print("GPU available:", tf.config.list physical devices('GPU"))

. import torch
. print("PyTorch version:", torch. _version )
. print("CUDA available:", torch.cuda.is_available())Pe3ynbratu

NIATBEPANIIA KOPEKTHY poO0oTy 000X (pperiMBOpKIB 3 miaTpuMKoro GPU.

3.1.2 MeTo10J10Tisl eKCIIEPUMEHTAJIbHOTO T0CJIIKeHHSA

ExcriepuMmeHnTanbHa MeETONOJIOTISE  Oa3yBanacs Ha MPUHIMIIAX HAYKOBOI
00'€KTMBHOCTI Ta CTATUCTUYHOI 3HAYyIIOCTl. JIOCHIUKEHHS BKJIIOYAJIO YOTHPHU

OCHOBHI (a3u:
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®daza 1: [ligroroBka Ta Baidigamisa JaHUX

. ['enepartiss cunte3oBanoro jgaracety loT-tpadiky o6'emom 4 MiIbiOHH
3pa3KiB

. [TepeBipka sKOCTI Ta 30aJJaHCOBAHOCT1 PO3MOJILTY KJIaciB

. Hopmamizaris o3Hak 3a goromororo StandardScaler

daza 2: Hasuanusa moaeinen

. Peamnizaris ineaTuunux apxitektyp MLP y TensorFlow ta PyTorch
. 3acTocyBaHHS OJHAKOBHUX TlIlepriapaMeTpiB HAaBYaAHHS
. MOHITOPUHT Mpolecy HaBYaHHS 3 (IKCAIIEI0 TPOMDKHHUX PE3YJIbTATIB

®da3za 3: KomruiekcHa oriHkKa

. TectyBanHs MO/ieNIeH HA 1ICHTUYHINA TECTOB1I BUOIpIII
. Po3paxyHOK METpUK SKOCT1 Ta MPOTYKTUBHOCTI
. CraTucTUYHUM aHali3 OTPUMAHUX PE3YJbTATIB

®a3a 4: Bamigauis pe3ynbTariB

. bararopa3oBi 3arrycku eKCIIEpUMEHTIB JJIs OI[IHKH CTa0lTbHOCTI
. [lepexpecHa nepeBipka Ha Pi3HUX MIABUOIPKAX TaHUX
. [TopiBHSNIBHUI aHAJI3 3 ICHYIOUYUMH JOCIIIKSHHIMU

3.1.3 Cucrema KpuTepiiB ONiHKH e()eKTUBHOCTI

JIns  KOMIUICKCHOI OIIHKM  e(PeKTHBHOCTI Mojeneld Oyiao po3poOseHo
O0aratopiBHEBY CHCTEMY KpPHUTEPIiB, II0 BKJIIOYAE METPUKH SIKOCTI Kiacudikalii,
MOKa3HUKHU MTPOTyKTUBHOCTI Ta 1HAUKATOPH CTa0LIILHOCTI pOOOTH.

MeTpuku KoCTI KiIacu(ikarii:

ne:

1) TP (True Positives) — KITBKICTh CHPaBXKHBO-TMO3UTUBHUX IPOTHO3IB
(ataku, kacu(iKOBaHi SIK aTaKku).

2) TN (True Negatives) — KIJTBKICTh CHPaBXHbO-HETAaTUBHUX IPOTHO3IB
(HopMmanbHUM Tpadik, kKIacudikoBaHUMN K HOPMATbHUN).

3) FP (False Positives) — KUIbKICTh XHOHO-TIO3UTUBHUX IPOTHO3IB
(HopMmanbHUH Tpadik, KIacudiKOBaHUH SK aTaka).

4)  FN (False Negatives) — KIJTbKICTbh XMOHO-HETaTUBHUX MPOTHO31B (aTakw,
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KJ1acu(iKoBaH1 K HOpMaIbHUM Tpadik).

1. Accuracy (TouHicTh) - 3arajbHa 4YacTKa MPaBUILHUX ITPOTHO31B:
TP+ TN
Accuracy = oo IN T FP 4 FN
2. Precision (To4HICTh IPOTHO3Y) - YaCTKa ICTUHHO MO3UTUBHUX Cepel YCIX

MO3UTHUBHUX MPOTHO3IB!

. TP
Precision = TP + FP
3. Recall (IToBHOTA) - 4acTKa BUSIBICHUX MO3UTUBHUX 3Pa3KiB:
TP
Recall = TP T FN
4. F1-Score - rapmoHniiine cepenne mixk Precision Ta Recall:

Precision X Recall

F,=2X
. Precision + Recall

Macro-F1 Tta Weighted-F1 - y3araneHeni Bepcii FI1-Score nns
OaratokiacoBoi kiacudikarii

MeTpukn PO TyKTUBHOCTI:

I\ Yac HaBUaHHS - 3araJIbHUI Yac TpeHyBaHHS MOJIEJ1 Ha TOBHOMY /1aTaceTi

2, UYac iHdepency - cepenniii yac kimacudikamii uisi pi3HUX PO3MIpIB
BX1OHUX JaHUX

3e [IIBuaKICTE 0OPOOKH - KiJTBKICTH OTEpalliii 3a CEKyHIy

4. EdexTuBHICTE BUKOPUCTAHHS IMaM'sITI - MaKCUMaJIbHE CriokUBaHHI RAM
M1 YaC HaBYaHHS

MeTtpuku cTabiIbHOCTI:

1. CraluIbHICTh HABYAHHS - KOJIMBAHHS TOYHOCTI Ha BaJiAaIiiHIi BUOIpI

l. UyTnuBiCcTh /10 TinepnapaMmerpiB - 3aJ€KHICTh Pe3yJbTATIB BiJl 3MIH
napameTpiB

2. VY3aranpHIOM04a 34aTHICTh - MPOAYKTUBHICTh HA HEOAUEHHUX JaHUX

Tabmum 3.2 — IlpiopHTETHICT METPHK OIIHKMA JJIs 3a7adi BUSBICHHS

BTOPTHEHB
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MeTpuka [Tpioputer OOrpyHTYyBaHHS

HaitindopmarupHima a1 Hez0ajgaHCOBAHUX
F1-Score Haiisunmii

JAHUX
Recall Bucoxnii Kputnuno BaxnuBui 7151 BUSIBJICHHS aTak
Yac .
' Bucokuii BrunBae Ha IPUAATHICTH ISl PEAIBHOIO Yacy
iH(pepeHcy

_ Menm iHdOpMaTUBHUN 1pU HE30aTaHCOBAHUX

Accuracy Cepenniii

TaHUX
Yac HaBYaHHSA Hwxunii MeHI KpUTHYHUM TSI BIIPOBAKEHUX CUCTEM

3.1.4 MeToau CTATUCTUYHOI0 AHAJI3Y

Jliis 3a0€31eUeHHs] CTaTUCTUYHOT 3HAYYIIOCT] pe3ybTaTiB OyJo 3aCTOCOBAHO
HACTYMH1 METOJIU:

t-TeCT JJId MAPHUX CIOCTEPEKEHD - IS MEPEBIPKHU 3HAUYILOCTI BIAMIHHOCTEN
MK (PpeiiMBOPKaMU:

< d
~ sq/vn

ne d — cepelHE 3HAYCHHS PI3HUIL MApHUX CIIOCTEPEKEHb, S; — CTaHAApPTHE

t

BIIXUJICHHS ITUX PI13HULIb, & 1 — 00CAT BUOIPKHU.

JloBipui iIHTEpPBAJH - JIJIs1 OIMIIHKKA TOYHOCTI OTPUMAHUX 3HAYEHb METPHK:

S
Clziita/z X —

vn

Ananiz gucnepcii (ANOVA) - mid OLIHKA BIUIMBY pI3HUX (DaKTOpiB Ha
pe3yJbTaTH.
KoxeHn ekcnepuMeHT MOBTOpIOBaBCsA 5 pa3iB3 pizHumu random seed st

3a0€3MeYeHHs CTATUCTUYHOT HAIITHOCTI PE3yIbTAaTIB.
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3.2 AHaui3 eeKTHBHOCTI MO/IeJieid BUSIBJIEHHSI BTOPTHEHb

3.2.1 KomiuiekcHe MOPiBHSAHHSA OCHOBHMX METPHUK AKOCTI

ExcriepuMeHTanpsHe OCHTIKEHHS BHUSBWIO BHCOKYHO €(EKTHBHICTH 000X

Mojiesiell y BUSIBJICHHI KibepBTOprHeHb y Mepexax [oT. JleTanpHuii aHami3 OCHOBHUX

METPUK SIKOCTI MpeICTaBIeHH y Tadmmi 3.3.

Tabmuis 3.3 — JleTanbHi pe3yibTaTi ePeKTUBHOCTI Kiacu(ikarii

BinaocH Cratuctuy

TensorFlo AOCOIIIOTH a Ha
Metpuka PyTorch . \ .

W a pi3HUTIA Pi3HHIISA 3HAYYIIICT

(%) b (p-value)

Accurac 0.993346 0.993100 +0.000246 +0.0248 b 043
y 67 00 67 % '
F1-Score

0.993346 0.993100 +0.000246 +0.0248
(weighte 0.042

67 03 64 %
d)
F1-Score 0.993344 0.993097 +0.000246 +0.0248 8045
(macro) 21 85 36 % .
Precision

0.993351 0.993104 +0.000246 +0.0248
(weighte 0.044

23 56 67 %
d)
Recall

0.993346 0.993100 +0.000246 +0.0248
(weighte 0.043

67 00 67 %
d)
Final Val | 0.993348 0.993300 +0.000048 +0.0049 0128
Accurac | 36 00 36 % '
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BinnocH Cratuctnu

TensorFlo AOCOITIOTH a Ha
Mertpurka PyTorch . . '
W a pi3HUILA Pi3HHIIS 3HAYYIIICT
(%) b (p-value)

[nTepmnperartisa pe3ybTaTiB:

1. Bucoxka 6a3zoBa edextuBHICTb: OOMABI MOJE JOCITIIM PIBHS TOYHOCTI
noHana 99.33%, 10 CBIAYUTH PO IXHIO 3AATHICTh €(PEKTUBHO PO3PI3HITH HOPMAJILHUN
Tpadik, DDoS-araku Ta ckaHyBaHHS.

24 CratuctiuyHo 3Hauymia nepeBara TensorFlow: Pi3Huist B TOYHOCTI
0.00024667 € craructuyHo 3HauyMIow0 (p-value = 0.043 < 0.05), mo miaATBEPIKYE
nepesary TensorFlow 3a OCHOBHMM KpHUTEpIEM SKOCTI.

3 KoHcHCTEeHTHICTDh pe3yNbTaTiB: Y Cl METPUKU JEMOHCTPYIOTh OJIHAKOBY
TEHJICHIIIIO - HE3HAYHY, aJlie cucTteMaTuuny nepesary TensorFlow.

OOrpyHTyBaHHS BUCOKOi €()EKTUBHOCTI:

. SkicHa mAroToBka AaHuX: 30ajaHCOBaHUWM HAOIp AaHUX 13 YITKO
PO3/ITICHUMHU KJIacaMU

. OnTtumarnbHa apxiTektypa mepexi: MLP 512-256-128-64-3 edpextuBHO
BUSBJIAE CKJIAQJH]1 HEJIIHINHI 3aJ1€KHOCTI

. EdextuBna perymsapuzaimis: 3acrocyBaHHsi BatchNormalization Tta
Dropout 3ano0irio nepeHaB4aHHIO

. PerenpHo miniOpani rinepnapamerpu: Onrumizarop Adam 31 MIBUAKICTIO

HaBuanHs 0.0005 3a0e3neunB cTabUTbHY 301KHICTh

3.2.2 letaapbHui aHAJIN NOMUJIOK Kiaacuikauii 3a kiaacamu

Jlist tnubmioro po3ymiHHS €()EKTUBHOCTI MOJENel MPOBEACHO IeTaTbHUI
aHaJi3 pe3yJibTaTiB Kiacugikalii 1jig KO)KHOTO OKPEMOro KJjacy.

Tabmuus 3.4 — JleransHa ehekTUBHICTD Ki1acudikaiiii 3a KjracaMu
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o Fl1- KinekicTs
Knac Framework Precision | Recall '
Score 3pa3KiB

HopmanbHuii
TensorFlow | 0.99412 0.99285 | 0.99348 1,133,313

Tpadik

PyTorch 0.99389 0.99261 0.99325 1,133,313

DDoS ataku TensorFlow | 0.99274 0.99392 | 0.99333 1,133,288

PyTorch Ve 0.99368 | 0.99310 1,133,288

CxaHyBaHHS TensorFlow 0.99318 0.99326 0.99322 1,133,399

PyTorch 0.99294 0.99302 | 0.99297 1,133,399

KitouoBi crioctepekeHHs :

| § Halikpaina npoayKTHUBHICTb JJI1 HOpMalibHOTO Tpadiky: OOuaB1I MojeIi
JEMOHCTPYIOTh HAWBHUII TOKa3HUKW s kiacy "Hopmansauit tpadik" (F1-Score:
0.99348 nns TensorFlow), 110 € KpUTUYHO BKJIMBUM TSI MiHIMI3AIlli TTOMUJIKOBUX
CIIPAIlbOBYBaHb.

2 Cxosxuit matepH moMuwiok: HaiOinplie moMUIIOK CIIOCTEPIraeThes Mpu
po3pizHeHHI DDoS-atak Ta ckaHyBaHHS, 110 OOYMOBJIEHO CXOXICTIO MEPEKEBUX
XapaKTEPUCTHK ITUX THITIB aTak.

3. Koncucrentna nepesara TensorFlow: Jiist Beix Tppox kimaciB TensorFlow

JEMOHCTPY€E CUCTEMATUYHO Kpalll pe3yJbTaTH 3a BCiMa METPUKaMHU.

3.2.3 AHaJi3 MaTpUllb HETOYHOCTEN TA TUIIB MOMHUJIOK

Martpuili HETOYHOCTEH HaJaloTh TIUOOKE PO3YMIHHS MPUPOIU TMOMHUIOK
kinacudikamii. Ha pwuc.3.1 mnpeacTaBieHO TMOPIBHAIBHY Bi3yalli3allilo MaTpHUIIb

HETOYHOCTEH AJ11 000X PperMBOPKIB.
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MopiBHAHHA TOYHOCTI MOaenen

1.000

0.998 1

0.996 1

ToyHicTb

0.994 1 0.9933 0.9931

0.992 4

0.990 -

TensorFlow PyTorch

Puc.3.1 — IlopiBHsuibHI MaTpuill HeTouHocTel TensorFlow ta PyTorch

KinpkicHMIA aHATIN TOMUIIOK:

. 3arayibHa KUIbKiCcTh MoMmIoK: TensorFlow - 3,992; PyTorch - 4,020

. IMomunku kmacudikamii DDoS sk ckanyBanus: TensorFlow - 1,342;
PyTorch - 1,358

. [Momunku kmacudikamii ckanyBanus sik DDoS: TensorFlow - 1,287;
PyTorch - 1,301

. [Momumnku knacugikanii HopmanbHOro tpadiky: TensorFlow - 694;
PyTorch - 704

SkicHUMI aHAITIIT TPUIMH TTOMUJIOK:

l. Cxoxicte Xxapaktepuctuk DDoS Ta ckanyBanHs: OOuaBa THINM aTak
XapaKTepU3yrThCs MIJABUILIECHOK 1HTEHCUBHICTIO Tpadiky, IO YCKIAIHIOE iX
PO3pi3HEHHS.

2. I'pannuni Bumanku HopMmansHOro Ttpadiky: HeBenmka KiTbKICTh
JICTITUMHUX MEPEKEBUX TOMIM MOXE MaTHh XapaKTePUCTHKU, CXOXI Ha aTaku
(HampuKiaa, IHTCHCUBHE pe3epBHE KOMIIOBAHH).

3. [ym y mitkax: PiBenb mymy 1%, 3amanuid mpu reHepariii gaTacery,

TaKO0’X BHOCUTh BHECOK y MOMMWJIKU Ki1acuiKallii.
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3.2.4 IlopiBHAJILHUI aHATI3 3 iICHYHOYHMHM J0CTIIKEHHIMH
Pe3ynbraty eKcriepuMeHTY OPIBHIOIOTHCS 3 HAWCYyYaCHIIIMMHU TOCTIIKEHHSIMU

B Tally31 BUsIBIEHHS BTOprHeHb A [oT.

Ki1t040B1 BUCHOBKHM MOPIBHSIILHOTO aHami3y (Tabmui 3.5):

l. KonkypenrocnpoMosxHi pe3yiabTaTu: Harn Mozesni J1eMOHCTPYIOTh BUIILY
a00 ekBiBAICHTHY €(DEeKTHUBHICTH MOPIBHSIHO 3 Cy4aCHUMH JOCTIIKEHHIMHU.

2. MacmraboBanicte: PoGoTta 3 OutbliuM oOcsrom ngaHux (4M 3paskiB)
MiTBEPKYE MaCIITa00BaHICTh 3aPOIMOHOBAHOTO MMiIXOTY.

3. [IpakTuuna 3HauymicTh: Brcoka TOUHICTh y TIO€AHAHHI 3 €(PEKTUBHICTIO

pO6HTI) 3al'[pOl'IOHOBaHi MOﬂeJ'Ii INpUuAATHUMHA JJIA IIPOMHCIIOBOTO BIIPOBAJIPKCHHA.

3.3 Oninka NpoayKTUBHOCTI Ta PeCypCHUX BUTPAT

3.3.1 leTanbHuii aHATI3 Yacy HABYAHHSA MojeJiei

MopiBHAHHA Yacy HaBYaHHA

40.6

40

3511

30 1

o8]
L
|

Yac (xBunuHKu)
)
(=]

=
(2]
1

10 4

TensorFlow PyTorch
Puc.3.2 — [lopiBHAHHS Yacy HaBYaHHS
[IpoayKTUBHICTH HABYAHHSI € KPUTHUHO BaXJIMBUM (PaKTOPOM JJIsl MPAKTUYHOTO
3aCTOCYBaHHs MOJIEJIEH BUSBJICHHS BTOPTHEHb. Pe3ybTaT XpOHOMETpaXKy HaBUYaHHS
npejcTaBieHi B Tabuui 3.6.

Tabnuis 3.6 — JleTanbHui aHasi3 4yacy HaBYaHHS MOJeen
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AbcomoTHa Binnocna
[TapameTp TensorFlow | PyTorch _ _
PI3HULIA pizauiis (%)
3araJibHUN ~ 4ac
982.05 1690.21 -708.16 -41.9%
HaB4aHHS (C)
Yac  HaBuyaHHA
16.37 el -11.80 -41.9%
(xB)
CepenHiii gac
24.55 42.26 -17.71 -41.9%
enoxu ()
Yac nepuoi
40.12 65.34 -25.22 -38.6%
enoxu (c)
Yac  ocraHHBOI
25.43 43.18 -17.75 -41.1%
enoxu ()
[Hiianizanis
. 2.34 1.89 +0.45 +23.8%
Mozeni (¢)
['muboxa 1HTEepIpeTaliis pe3yabTaTiB:
I. 3nauna  nepeBara  TensorFlow y  mBuakocti:  TensorFlow

npoAaeMoHCTpyBaB Ha 41.9% mBuaIIEe HaBYaHHS, 110 € CYTTEBOIO MEPEBATOK0 IS
BEJIUKHX JaTaCeTIB.

2. CraluibpHicTh mBUAKOCTI: OOMIBI MOJAEN IEMOHCTPYIOTh CTaOlIbHUMN
4ac 00pOOKU IPOTATOM YCiX €IM0X, 0 CBITYUTH PO BIICYTHICTh MPOOJIEM 3 TTaM'ATTIO
Y1 00YHCIIIOBAIBHUMU peCcypcamu.

3. EdextuBnicts ontumizanii: TensorFlow edexTuBHilIE BUKOPUCTOBYE

O0YHMCITIOBANIbHI PECYPCH 3aBISIKM Kpalliid onmTuMi3zaliii 004ncitoBaIbHUX TpadiB.
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Tens
Po3mip PyTor Tensor EdexTuBHic
orFlo ITepeBar PyTorc
BEKTOP ch gac Flow Th
W 4ac a h om/c
y (©) orm/c TensorFlow
(c)
100 0.164 PyTorch
0.0013 607 76,923 0.008x
3pa3KiB 8 126.8x
500 0.461 PyTorch
0.0018 1,084 277,778 | 0.004x
3pa3KiB 1 256.2x
1000 0.378 PyTorch 1,666,6
0.0006 2,640 0.002x
3pa3KiB 8 631.3x 67
5000 0.325 PyTorch 7,142.8
_ 0.0007 15,385 0.002x
3pa3KiB 0 464.3x 57
Oo6rpynryBanus nepesaru TensorFlow:
. Cratuuyni oOuucmioBasibHl  Tpadu: TensorFlow kpame ontumizye

cTaTu4HI rpadu AJi MakeTHOI 00poOKU

. [nTerpanisa 3 anaparuum 3abe3neueHHaM: EdextuBHima podora 3 GPU
yepe3 CUDA

. BOynoBani ontumizaiii: ABTomarunune Bukopuctanas XLA (Accelerated

Linear Algebra)
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. EdextuBHa poboTa 3 mam'arTio: ONTUMI30BaH1 aITOPUTMH BUJIICHHS Ta

3BUJIBHEHHS IMaM'aTi

3.3.2 JocaigxenHst yacy indepeHcy s Pi3HUX PO3MIPIB JaHUX

Yac iHpepeHcy € KPUTHUYHO BaXKIMBHUM MapamMeTpoM Ji CUCTEM PEabHOTO
gacy. [IpoBeieHO cepito eKCIIepUMEHTIB JIJII BUMIPIOBAaHHS IIBUJKOCTI Kiacudikamii

JUISL PI3HUX PO3MIPIB BXIJTHUX JaHUX.

Yac o6pobku BXinHux BexTOpie Mepexesoro Tpadiky
MopisHAHHA TensorFlow (CPU) ta PyTorch (GPU)

[o.3788C [Eame)
“a

(03611

] ~l- TensorFlow {CPU)
| == PyTorch (GPU)

[0.1635¢

1014

Yac (cekyHOn, NorapudMitHa wKana)
-
=

[0.0018¢
1024
="
hr— 0.0007¢
— . . - I o = B ¥ - ; [ |
10f ?

Foamip Bxigroro Bektopy (KinekicTe 3paskis)

ApuniiTia: PyTorch JemoHcToye 3Hasmo Menliwi vac ofipobry 2980900 anTHMIGaLT gns GPLL Tensorflow npawoe #a CPL ]
faa 5000 zpaskis PyTorch ofpofinse gani 8 —d6d pasn wasguwe (000070 vs 0 3250c).

Puc. 3.3 — Anaini3 yacy iH(depeHcy 17 pi3HUX PO3MIPIB BX1IHUX JaHUX

Ta6mung 3.7 — [opiBHSIHHS Yacy iHGepeHcy

Po3mip ganux TensorFlow (CPU), ¢ PyTorch (GPU), ¢ IIpuckopenns
100 3pa3kiB 0.1648 0.0013 127
500 3pa3kiB 0.4611 0.0018 256x
1000 3pa3kiB 0.3788 0.0006 631x
5000 3pa3kiB 0.3250 0.0007 464 x
Cepenne 0.3324 0.0011 370x%

AHani3 pe3ysbTaTiB:
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1. Exctpemansna niepeBara PyTorch y indepenci: PyTorch nemoHcTpye B
COTHI pa3iB Kpally MBUAKICTh IHOEPEHCY I MaJUX PO3MIpiB JlaHUX.

2. OnTtumaneHICTh Ui peanbHoro yacy: [IBuakicte 06podku PyTorch (mo
7 MUIBHOHIB OIlepalliil 3a CEKyHIy) pOOUTh HOTO 1JI€aJIbHUM JJIsI CUCTEM PeabHOTO
qacy.

3. MacmraboBanicts TensorFlow: J{nst BenuKuX po3MipiB JaHUX PI3HULS Y
IIBUJIKOCTI 3MEHIITY€ETHCSI, 1110 CBIIYUTH MPO Kpallly MacitaboBaHicTh TensorFlow.

TexHiuHe 0OTpyHTYBaHHS:

[TepeBara PyTorch y indepenci oOymoBieHa:

. Juuamiuynumu rpadamu: BincyTHICTh HakJIaJHUX BUTpaT Ha MOOYOBY
CTaTUYHHX TpadiB

. OnTtumizoBanuM siipom: EdekTuBHa peanmizaiiis onepariil s Maiux
PO3MipiB JaHUX

. MiHiMalbHUMH HaKIaJIHUMU BUTpataMu: [IpsMe BHKOHaHHS ornepauii

0e3 101aTKOBOI 00pOOKHU

3.3.3 AHaJli3 BUKOPUCTAHHSA 00YMCIIOBAJIBHUX PeCypCiB

EdexTuBHICTE BUKOPHUCTaHHS OOYMCIIOBAIBLHUX PECYPCIB € KPUTUYHO
BOKJIMBUM (DAKTOPOM JJIs MPAKTHYHOTO BIPOBAHKEHHS CUCTEM BUSBJICHHSI aHOMAJIN
y TMPOMHCIOBUX yMOBax. JJIf KOMIUJIEKCHOI OIIIHKH OYyJIO TPOBEICHO MOHITOPHHT

KJIFOUOBUX MOKA3HUKIB MPOAYKTUBHOCTI, PE3YJbTAT] SIKOTO MPEICTABICHO Ha PUCYHKY

3.4.
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Cno>XMBaHHA onepaTHUBHOI NaM'ATI

100

CepenHe BUKOPUCTaHHA GPU

1B
g

TensarFlow

PyTorch

Yac iniyianizawii mopgeni

TensorFlaw PyTorch

MNikoBe HaBaHTaXeHHs CPU

TensorFlow

PyTorch

I TensorFlow

60 1

40 4

20 4

o

TensorFlow PyTorch

m PyTorch |

Puc.3.4 — BuxkopucranHs 009nCIIOBAIEHAX PECYPCIB

Tabnuns 3.8 — [lopiBHSAHHS BUKOPUCTAaHHS 00YMCIIIOBAILHUX PECYPCIB

[Toxa3Huk TensorFlow | PyTorch | IlepeBara
CrnoxuBaHHA  MaM'sITi
750 380 PyTorch (2% kpare)
(MB)
Bukopucranus ~ GPU
22 78 PyTorch (3.5x xpare)
(V)
Yac inimiam3artii (c) 2.8 1.3 PyTorch (2.2x mBuamie)
Haantaxxennss  CPU - 0 PyTorch (MeHtIe
(%) HABaHTA)XCHHS)

BucHoBku 1110710 €peKTUBHOCTI pecypciB (Tadmmiist 3.8):

1. Edextusnicts PyTorch: PyTorch nemoHcTpye Kpaliie BUKOPUCTaHHS TaM'sITi

(380 Mb mpotu 750 Mb y TensorFlow) Tta mBuamy iximiamizamio (1.3
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c mpotu 2.8 ¢).

. Intencunicts Bukopuctanus GPU: Bume naBantaxenHss GPU y PyTorch
(78% mpotu 22%) cBiIUUTH NPO OUTBII €(PEKTUBHE BUKOPUCTAHHS amapaTHUX
pecypcis.

. bamanc mix mBuakicTio Ta cnoxkuBanHsaM: TensorFlow sxepTBye epexkTHBHICTIO
nam'siTi 3apajiv yHIBepCaIbHOCTI Ta CTAOUIBHOCTI HA PI3HUX MJIaTGopmax.
TexHiuyHe OOTPYHTYBaHHS:

. Omrumizamis mam'sti PyTorch: 3menmenns crmoxuBanHs mam'sti Ha 49%
JT03BOJISIE PO3rOPTATH J0JATKOBI CEPBICH HAa TOMY K 00JIafHAHHI.

. EdexruBnicte GPU: Bucoke naBantaxxenHss GPU y PyTorch 3abe3neuye
Kpaiiy oOpoOKy BeJUKUX 00csriB TpadiKy B peaibHOMY Yaci.

. lIBuakicte roToBHOCTI: BnBiui mBummma iHimamzamis PyTorch kputuuno

Ba)KJIMBA I CUCTEM 0€31epepBHOTO MOHITOPHUHTY.

3.3.4 AHani3 macmTal0OBAHOCTI HA Pi3HUX PO3Mipax JgaTracery

JUist OLIIHKK MaciITabOBaHOCTI MPOBEIECHO CEPil0 €KCIIEPUMEHTIB 3 PI3HUMHU

pO3MipaMI/I HaB4YaJIbHUX JaHHUX.

Tabmuuga 3.9 — Yac HaBYaHHS Ta TOYHICTH MOJENEM Ha PI3HUX pO3Mipax

JTaTaceTy
PyTorc TensorFlo PyTorch EdexTusnict
Po3mip TensorFlo
h wac | w Accurac b
naracery | Ww 4ac (XB)
(xB) Accuracy y TensorFlow
IM
' 4.12 7.05 0.9921 0.9918 1.71x
3pa3KiB
2M
. 8.24 14.18 0.9928 0.9925 1.72x
3pa3KiB
AM
. 16.37 28.17 0.9933 0.9931 1.72x
3pa3KiB
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PyTorc TensorFlo PyTorch EdexrusHict
Po3mip TensorFlo
h wac | w Accurac b
natacery | Ww 4ac (XB)
(xB) Accuracy y TensorFlow
[Tpoexiii
32.74 56.34 - - 1.72x
1 8M

3aKOHOMIPHOCTI MacITabOBAHOCTI:
1. Jliniitna MacmraboBanicTe: OOuaBa (PpeMBOpPKH JIEMOHCTPYIOTh
JiHIAHE 3pOCTaHHs Yacy HaBYaHHS 31 30UIbIIICHHSIM PO3MIpPY JaTaceTy.

2. CrabinpHe crmiBBiAHOMmEHHS poaykTuBHOCTI: [lepeBara TensorFlow y
IIBUKOCT] HABYAHHS 3aJIUIIAETHCS CTAOUIBHOIO HA PI3HUX PO3MIpax JaHUX.

3. Koncucrentnicts sikocti: TouHicTh Kmacudikariii HOKpamryeTses 3i

301IbIIEHHSAM 00CATY HAaBYAIBHUX JaHUX TSI 000X (pEerMBOPKIB.

3.4 AHaJi3 CTIHKOCTI Mo/eJIell 10 PI3HMX THIIB KidepaTak

3.4.1 leranbHunii aHadi3 epeKTUBHOCTI 32 TUIIAMU ATAK

Jist  tnuOmoro po3yMiHHS 0coOJIMBOCTE poOOTH Mojenel IMPOBEACHO
NeTanbHUN aHai3 e()EeKTUBHOCTI IS PI3HUX MIATHINB KiOepaTak, iMITOBaHHX Y

CHHTE30BAHOMY J1aTaCeTi.

Po3noain aHoManin no Tunax Mmepexxesoro Tpagiky
1337 1348

1400
0o 1336 1345

1319 1327

1200

1000

800 4

600 A

KinbkicTs aHoManii

400 A

200 4

m TensorFlow
W= PyTorch

DDoS ataxn
Tun Tpadiky

HopmaneHui Tpadik

CKaHyBaKH:

Puc.3.5 — Po3nonin anoManiii mo Tumax MepexeBoro Tpadiky
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Kirouosi criocrepexenns (Tadmuus 3.10):

1. 3aleKHICT, BlJ CKJIAIHOCTI arakd: HaiOuibmn BIAMIHHOCTI MK
bpeiiMBOpKaMU CIIOCTEPITAIOThCA I ckiaagHux TumiB atak (Vulnerability Scan,
Service Detection).

2. CrabinbHa mepeBara TensorFlow: Jlns Bcix tumiB atak TensorFlow
JEMOHCTPY€E CUCTEMATUIHO KpaIlll pe3yJbTaTH.

3. CKIIagHICTh BUSBIICHHS CKJIaIHUX aTakK: ATaKku 3 CKJIQJHAUMH I1a0JI0HaAMHU
noBefinku (Vulnerability Scan) BUSABIAIOTBCS 3 MEHIIOK TOYHICTIO B 000X

(bpeitMBOPKIB.

3.4.2 AHaJli3 4yTJIMBOCTI 10 3MiH XapaKTepUCTUK TPpadiky

JlocmipkeHHsT BKJIIOYAJIO aHalll3 YYTIMBOCTI MOJEJEH J0 3MIH OCHOBHHUX
XapaKTEPUCTHK MEPEKEBOr0 Tpadiky.

UyTnuBiCTh 10 IHTCHCUBHOCTI Tpadiky:

. Hwuzpka iaTeHcuBHICTh (< 100 maketis/c): F1-Score 0.9952 (TF) vs
0.9949 (PT)

. Cepenns inTerncuBHicTb (100-1000 nmakeris/c): F1-Score 0.9938 (TF) vs
0.9935 (PT)

. Bucoka iaTencuBHicts (> 1000 makeris/c): F1-Score 0.9901 (TF) vs
0.9897 (PT)

Uy TnuBICTh 1O TPUBAJIOCTI aTaKU:

. Koportkouachi ataku (< 1 xB): F1-Score 0.9885 (TF) vs 0.9880 (PT)

. CepennubotpuBaii ataku (1-10 xB): F1-Score 0.9932 (TF) vs 0.9929 (PT)

. Hosrorpusani ataku (> 10 xB): F1-Score 0.9955 (TF) vs 0.9952 (PT)

BucHoBku:

1. Haiixpamia edekTUBHICTh I cepeHIX mapameTpiB: Mojeni Halkpaiie
MPAITIOIOTh 3 aTaKaMU CePeAHbOI IHTEHCUBHOCTI Ta TPUBAJIOCTI.

2. CkiamHICTh BHSIBJICHHS KOPOTKOYacHUX arak: KopoTkouacHi aTaku €
HaWCKJIaAHIIITUMU JIJIs1 BUSIBJICHHSI Yepe3 OOMEXKEHY KiJIbKICTh O3HAK.

3. CrabinpHa mepeBara TensorFlow: [[ns BciX piBHIB IHTEHCHBHOCTI Ta

TpuBasiocti TensorFlow nemMoHCTpye Kpalili pe3yJbTaTH.
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3.4.3 AnaJi3 crilikocti 10 adversarial artak

JIJIs OIiHKM CTIHKOCTI MOJIEel MPOBEICHO TECTYBAaHHS 3 MITYYHO CTBOPCHUMU
adversarial nmpukiagamu.

MeTtoauka TECTyBaHHS:

. FGSM (Fast Gradient Sign Method): [lIBuakuii Meron reHepartii

adversarial mpuknanis

. PGD (Projected Gradient Descent): ItepatuBHMII MeTOI 3 Kpalioio
e(EeKTUBHICTIO

. C&W (Carlini & Wagner): Cxnagauii MeTof IJisi 00X0Iy 3aXHIICHUX
MOJIeTIer

Tabmamus 3.11 — Crilikicts 1o adversarial arak

Metox TensorFlow PyTorch Bincotok
IHTEeHCHUBHICTD .
ATAKH Accuracy Accuracy nerpaaamii
bes
- 0.9933 0.9931 -
aTaKu
FGSM €=0.01 0.9012 0.8985 ~9.3%
FGSM €=0.05 07523 0.7489 ~24.5%
PGD €=0.01 0.8456 0.8421 ~15.0%
PGD €=0.05 0.6234 0.6189 ~37.5%
C&W - 0.5345 0.5298 ~46.5%

BucHOBKHM 111010 CTIMKOCTI:

1. OO6MerkeHa cTikicTh 70 adversarial atak: OOuABI MOACII IEMOHCTPYIOTh
3HAUHY JIeTPaJaIliio IPOIyKTUBHOCTI Tij] yac adversarial arak.

2. Hesnauna mnepeBara TensorFlow: TensorFlow moxkasye Tpoxu kparry
CTIMKICTB 10 BCiX THIB adversarial aTax.

3. HeoOxigHicTh 10aTKOBOTO 3aXUCTY: JIJIsi MPOMKCIIOBOTO BIPOBAKEHHS
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PEKOMEHYEThCSl BUKOPHUCTaHHs MeTO/IIB adversarial training Tta aerekiii adversarial

MIPUKJIAJIIB.

3.5 AHaJi3 AMHAMIKH HABYAHHSA Ta CTIHKOCTI Moaesel
3.5.1 JerajgabpbHuil aHAJI3 KPUBUX HABYAHHS

KpuBi HaBuaHHS HaJalOTh BAXJIMBY 1H(QOPMAIIIO PO MPOLEC ONTUMI3aIlli Ta
cTaliIpHICTH MoAenel. Ha puc. 3.2 npeacTaBieHo MOPIBHIIbHY TUHAMIKY TOYHOCTI

HaB4YaHHJI.

BanipauiiHa TOYHICTE NO enoxax

— Tensorflow
— PyTorch

0.9930

0.9925 4

0.9920

TO4HICTh

0.9915 1

0.9910 4

0.9905

50

(=]
=
=1
|
[=]
W
(=]
FS
(=]

Enoxa

Puc.3.6 — luramika BamigaiiHOT TOYHOCTI 10 emoxXax

KinbkicHu# anani3 [uHaMiKA HaBYaHHS:

1. IIBraKicTh 301KHOCTI:

o TensorFlow: Jlocsrae 99.2% TouHocTl Ha 5-# emoci

o PyTorch: Jlocsarae 99.2% tounocTi Ha 8- enoci

o ITepeBara TensorFlow: Ha 37.5% mBuamma moyatkoBa 301KHICTh

2. Cra0imi3ariiss TOYHOCTI:

o TensorFlow: CraGinizyerbest Ha 99.3% micns 15-1 enoxu

o PyTorch: Cra6inizyersces Ha 99.3% micis 20-1 enoxu

o [lepion crabimizamii: TensorFlow motpebye Ha 25% MmeHme enox as
craOuTi3anii

3. KonuBaHHS TOYHOCTI:
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o TensorFlow: Crannaptae Biaxuienns 0.00042
o PyTorch: Crannaptae Biaxuienns 0.00058

o CrabinbHicTh: TensorFlow nemoncTpye Ha 27.6% MeHIy BapiaTUBHICTb

3.5.2 AHani3 KpUMBHX BTPAT Ta ONTHUMi3amil
Kpugi BTpaT HayaroTh iHGOpMaIlito po ePeKTUBHICTH Ipoliecy onTuMizaliii. Ha
puc. 3.3 npeacraBiieHO TMHAMIKY (DYHKIIIT BTpart.

Banipauiixi BTpaTn no enoxax

\ = TensorFlow

0.056 1

—— PyTorch

0.054 - ‘

0.052 1

Brpatw

0.050

0.048 4

0,046 |

Puc.3.7 — Jlunamika BanmiganiiHux BTpAT MO €moxax
AHaJi3 XxapakTepuCTHUK ONTUMI3allii:
I [[IBMKICTH 3MEHIIIEHHS BTpAT:
o [Touarkogi Brpatu: 0.1447 (TF) vs 0.0871 (PT)
o ®dinanbhi BTpat: 0.0446 (TF) vs 0.0465 (PT)
o 3aranphe 3MeHIenHs: 69.2% (TF) vs 46.6% (PT)
2. [1naBHICTE onITUMI3ALNI:
o TensorFlow: Il1aBHe MOHOTOHHE 3MEHIIIEHHS! BTpaT

PyTorch: Jlesiki konuBaHHs Ha TOYAaTKOBUX €Tarax

O

o CrabinbHicTh: TensorFlow nemMoHCTpye Oulbll CTaOLIBHUN MpoLIEC
OITHUMI3AIIT

3. EdexTuBHICTh perymspu3artii:

o BiacytHicte nepeHaBuanHs: OOuIBI MOJEIl HE JAEMOHCTPYIOTH O3HAK
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niepeHaBYaHHS
o Edextusnicts Dropout: Ycminse 3ano6iranHs nepeHaBuYaHHIo

o BatchNormalization: Cta6ini3aiiis nporecy HaBYaHHS

3.5.3 AHani3 BIULIMBY rinepnapamMeTpisB Ha pe3yJabTaTH

[IpoBeneHo cepito eKCIepUMEHTIB ISl OLIIHKA YyTJIMBOCTI MOJCNEH 10 3MiH
rinepnapameTpiB.

Tabmuis 3.12 — AHani3 4y TIIMBOCTI 0 TieprnapaMeTpiB

Fineprapayd St TensorFlow PyTorch CranpapTtHe
Accuracy Accuracy BIJIXUJICHHS
Learning Rate 0.0001 0.9921 0.9918 0.00015
0.0005 0.9933 0.9931 0.00012
0.001 0.9915 0.9912 0.00021
Batch Size 256 0.9928 0.9925 0.00018
N 0.9933 0.9931 0.00012
1024 0.9929 0.9926 0.00016
Dropout Rate 0.2 0.9925 0.9922 0.00020
0.3 0.9930 0.9927 0.00014
0.4 0.9933 0.9931 0.00011

BucHOBKM 110710 Yy TAMBOCTI:

1. OntumaneHi rinepnapamerpu: Learning rate 0.0005, batch size 512,
dropout 0.4 moxazanu HaWKpar pe3yJbTaTy.

2. CrabinbHicTh TensorFlow: TensorFlow neMoHCTpye MeHIly 4yTIHUBICTh

JI0 3MIH TilepmapaMeTpiB.
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3. VYHIBepCcaNnbHICTh ONTUMAJIbHUX 3HaueHb: ONTUMalIbHI 3HAYEHHS

rineprnapaMeTpiB € NoA1I0HUMHU J1s1 000X (HpEeHMBOPKIB.

3.6 AHaJii3 31aTHOCTI 10 BUSIBJICHHSI AHOMAJIiHl Y peskuMi, 0,1u3bKOMY /10
peajibHOro yacy

3.6.1 AnaJi3 yacoBoOi IMHAMIKHM BUSIBJICHHS aHOMAJIii
JIJIsl OIIHKY TIPUIATHOCTI Mojelie it poOOTH B pealbHOMY Yaci IMPOBEICHO
aHai3 dYacoBOoi JWHAMIKM BHUSABJICHHS aHoMaiiid. Ha pwuc. 3.4 mnpeacramieHo

pe3yabTaTH MOHITOPUHTY YaCTOTU aHOMAIIHM MPOTATOM TPUBAJIOTO MEPIOAY.

w— TensorFlow

— PyTorch
TensorFlow cepegun: 0.0067
PyTarch cepeana: 0.00G67

0.035 4

0.030 4

0.025

0.020

0.015 4

YacToTa aHomManin

0.010 1

0.005 1

0.000 4

a 100000

ac (KinukieTs 3paskis)

Puc.3.9 — YacTka BUSIBIEHUX aHOMAJIH y BIIHOIIEHH1 JI0 Yacy
KinpkicHuit anasi3 4acoBOI AUHAMIKU:
1. CepeHs YacToTa aHOMAJTIi:
o TensorFlow: 0.0067 (3992 anomanniii 3 600,000 3pa3kiB)
o PyTorch: 0.0067 (4020 anomaniit 3 600,000 3pa3kiB)
o AOcomoTHa pizHuI: 28 anomantiit (0.7% BITHOCHO)
2. CtabuIbHICTh BUSIBJICHHS:
o Cranpaptae BiaxuineHHs yactotu: 0.00032 (TF) vs 0.00041 (PT)
o Koedimient Bapiarii: 4.78% (TF) vs 6.12% (PT)
o CrabinpHicTh: TensorFlow nemonctpye Ha 21.9% kpanty cTabiIbHICTh

3. [lepionu migBUIIIEHOT aKTUBHOCTI:
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o Kinekicts creckiB (> 0.008): 3 (TF) vs 5 (PT)
o Makcumanbha gactora: 0.0089 (TF) vs 0.0092 (PT)
o Minimaneaa gactorta: 0.0058 (TF) vs 0.0055 (PT)

3.6.2 AHaJi3 JIaTEHTHOCTI CHCTEMH B YMOBaX PeajibHOI0 4acy

JIaTeHTHICTh € KPUTHYHO BOKIMBUM TTApaMETPOM JUISI CUCTEM PEaTbHOTO Yacy.
[IpoBeneHo BUMIpIOBaHHS Yacy BIATYKY CUCTEMH JIJIsL PiI3HUX KOH(pIrypariu.

Taomung 3.13 — AHaumi3 JIATEHTHOCTI CUCTEMU

Cuenapiit TensorFlow PyTorch Bumoru
poboTu JaTEHTHICTH (MC) JATEHTHICTH (MC) peanbHOro yacy
OnuHOYHU I
164.8 1.3 <1000 mc

MaKeT
[Taker 100

. 46.1 0.18 <100 mc
MaKeTiB
[ToTik 1000

. 37.9 0.06 <10 mc
MaKeTiB
besnepepBHUi

_ DI 0.07 <1wmc

MOTIK

Or11iHKa MPUIATHOCTI 711 PEAIbHOTO Yacy:

1. Ineansna npunathicte PyTorch: Jlatencthicts 0.06-1.3 MC MOBHICTIO
BI/IMOBI]a€ BUMOTaM CUCTEM PEaIbHOTO Yacy.

2. Oo6mexena npuaaTtHicTh TensorFlow: Jlarenctricts 32.5-164.8 Mc Mmoxe

6YTI/I HEOOCTAaTHBOIO AJIsI BUCOKOHABAHTAXCHHUX CUCTCM.

3. PexomeHariii 1mo/10 BIpOBaKEHHS:
o PyTorch: Jlnis cucteM BUCOKOT TOCTYITHOCTI 3 BUMOTaMU PEajJbHOTO Yacy
o TensorFlow: Jlns cucteM MOHITOPUHTY 3 MEHII KOPCTKUMU BHUMOTaMU

JI0 JIATEHTHOCTI
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3.6.3 AHani3 e)eKTUBHOCTI IPH Pi3HUX THIIAX MEPEKEeBOr0 HABAHTAKEHHS

[IpoBeneHo TecTyBaHHS MOJEIEM B YMOBaxX, IO IMITYIOTh Pi3HI THIIH
MEpEKEBOTO HAaBAHTAKCHHS.

Ta6muis 3.14 — EGekTUBHICTb TPH PI3HUX THUIIAX HaBaHTAXKEHHS

Tun Herpanmartis
[HTEHCHUBHICT TensorFlo PyTorc

HaBAHTAKEHH MIPOTYKTUBHOCT
b w Fl h F1 '

B i

Huzbke

HABAHTAKEHH <1000 mak/c 0.9941 0.9938 -0.9%

9

Cepenne
1000-5000

HaBaHTAXKECHH 0.9933 0.9931 -1.7%
aK/c

B

Bucoke
5000-10000

HaBaHTAXKEHH 0.9915 0.9912 -2.5%
maK/c

B

ExcTpemanbHe

HABAaHTAKEHH > 10000 maxk/c 0.9889 0.9885 -3.9%

9

BuCHOBKY 1010 CTIMKOCTI 10 HABAHTAXEHHS:

1. Bucoka criiikicTe A0 HaBaHTakeHHs: OOWIBI MOJEN JEMOHCTPYIOTh
HE3HAYHY JIeTpajalliio NpOoyKTUBHOCTI HABITh MIPU €KCTPEMaTIbHOMY HAaBAHTAKCHHI.

2. CrabinpHa mnepeBara TensorFlow: Ha Bcix piBHAX HaBaHTa)XKCHHS
TensorFlow 30epirae He3HauHy mepeBary.

3. [IpymatHICT AJI1 BUCOKOHABAaHTAXEHUX cHUCTeM: Mojeni MOXYTh

e(beKTI/IBHO IMpanroBaT B YMOBAX BUCOKOI'O MCPCIKCBOI'O HABAHTAKCHHS.
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3.6.4 PexomeHaanii 11010 MPOMHUCI0BOI0 BIIPOBAI’KEHHS

Ha ocHOBI oTpuMaHux pe3yiabTaTiB cPOpMOBaHO pPEKOMEHIAIll 100
BIIPOBAHKCHHS MOJICJICH Y TPOMUCIIOBUX CUCTEMaX.

I{J’ISI CUCTEM PCAJIBHOI'O 4acCy:

. PexomennoBanmii ¢pperimpopk: PyTorch

. [Tpuuuna: Haitnuxya narentHicts (0.06 Mc)

. OO6macti 3acTocyBaHHs: MepexeBl IUIO3M, CUCTEMU MHUTTEBOTO
pearyBaHHsI

JIJis crucTeM aHaNiTUKKA Ta MOHITOPHHTY:

. PexomennoBanmii pperimBopk: TensorFlow
. [Tpuunna: Kpaia To4HICTh Ta IBUKICTh HABYAHHS
. OO6umacti  3actocyBanHs: lleHTpani3oBaHi CHUCTEMH MOHITOPHUHTY,

ICTOpUYHUH aHaIi3

I'iOpuaHi pilieHHs:

. Apxitektypa: PyTorch qiis peansnoro uacy + TensorFlow niist anamituku
. [TepeBaru: Iloeqnanns nepesar 000X (ppeliMBOpKIB
. Peanizamisi: MikpocepBicHa apXiTEKTypa 3 pO3MO/IijIOM 000B'I3KiB

3.7 BucHoBKH 10 po3aity 3
¥ ExcrniepuMeHTanpHe AOCHIKEHHS MIATBEPAMIO BUCOKY €(EKTHBHICTH

000X Mojenell y BUsABICHHI KiOepBTOprHeHb y Mepexax [oT. OOuasi apxitektypu
nocsirmu  TouHocTi moHanm 99.3% ta Fl1-Score 0.9933, mo mnepeBuirye abo €
€KBIBaJIEHTHUM CYYaCHUM JOCIIKEHHSAM Y 1I1i ramysi.

2. TensorFlow mnpoaeMoHCTpyBaB CTaTUCTUYHO 3HAYYIy IIEpeBary 3a
OCHOBHMMM MeTpukaMu skocTi (accuracy +0.00024667, p-value = 0.043), mro
00yMOBJIEHO O1JIbIII €PEKTUBHOIO ONTUMI3ZAIIIEI0 OOYUCITIOBATLHUX IPadiB Ta KPAIO0
CTaOIBHICTIO MPOIIECY HAaBYAHHS.

3. HaiicytreBima mnepeBara TensorFlow BusiBieHa y TpOIyKTUBHOCTI
HaBuaHHsA - 27.2 xBunuHU npoTtu 40.6 xBunuH y PyTorch (mpuckopenus Ha 41.9%).
[le pobuts TensorFlow Oinbin mpuBabiuBUM 711 poOOTH 3 BEIUKUMH JlaTaceTaMu

[oT-Tpadiky.
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4. PyTorch mnpoaemMoHCTpyBaB eKCTpeMallbHy IIiepeBary B IIBUJIKOCTI
iH(pepeHcy, 00pobsioun 10 7 MUIBMOHIB omeparlliii 3a cekyHay 3 jJaTeHTHIcTIo 0.06
MC, 1110 pOOUTH HOTO iI€aIbHUM JIsSI CUCTEM PEaIbHOTO Yacy.

5. OO06uaB1 MOJIETT1 TTOKa3aIl BUCOKY CTIMKICTh JIO PI3HUX THIIIB KibepaTak, 3
HAaMEHINIOI0 KUTBKICTIO TOMWJIOK TIpu  Kiacudikamii HOpMambHOTO Tpadiky.
Hait6inpun TpyaHo BUHUKIMA Tpu po3pizHeHHI DDoS-atak Ta ckanyBaHHS depes
CXOXICTh X MEPEKEBUX XapaAKTECPUCTHK.

6. AHani3 AMHaMIKU HaBYaHHS MiATBEPAUB CTa0LIBbHICTE 000X Mojeneit 0e3
o3Hak nepeHaByanHs. TensorFlow mokasas mBuanry 301xHICT (37.5% mBumiie) ta
MEHIITY BapiaTUBHICTh TOYHOCTI (Ha 27.6% Kpaiiia cTablIbHICTD).

. JlocniKeHHsT NPUIAATHOCTI Ui PEajJbHOr0 Yacy BHSBWIO YITKY
cnemanizamiio ¢peitmBopkiB: PyTorch € onTumManbHUM JUisi CUCTEM 3 BUMOTaMU
HU3BKOI JJaTEHTHOCTI, TO1 Ik TensorFlow kpaiiie miaxoauTh AJisi CHCTEM aHAIITUKY Ta
MOHITOPUHTY, JI€ IPIOPUTETOM € TOUHICTh Ta IIBUIKICTh HABYAHHS.

8. OTpumani pe3yJbTaTd 3a0e3MeuyioTh HayKOBO OOIPYHTOBAaHY OCHOBY
JUTs1 BAOOPY 1IHCTPYMEHTAPIIO IIPH PO3POOII CUCTEM BUSBIEHHS BTOPTHEHD JJI MEPEXK

[oT, BpaxoBytouu crieniuiuai BAMOTH JI0 TPOTYKTUBHOCTI, TOYHOCTI Ta JIATEHTHOCTI.
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BUCHOBKU

[IpoBeneHe NOCHIIKEHHS TIOBEJIO BUCOKY €(DEeKTUBHICTh 3aCTOCYBaHHS METO/IIB
TJIMOOKOTO HAaBYAHHS JJIsl BUSIBJICHHS KIOEPBTOPTHEHBb Y Mepekax IHTepHeTy pedeil.
Ha 0cHOBI KOMIUIEKCHOTO €KCIIEPUMEHTAIBHOTO IOCIPKEHHSI OTPUMAHO TaKi FOJIOBHI
HAYKOBI Ta MPAKTUYHI Pe3yJIbTaTH:

1. Po3pobieno MeToj BHUSBICHHS KiOGpBTOPTHEHb Ha OCHOBI TIHUOOKOTO
HABYaHHS, 110 jgocsirae TOYHOCTI 99,33% npu kinacudikaiii MepexeBoro Tpadiky Ha
TpH KaTeropii: HopMmansHu# Tpadik, DDoS-ataku Ta ckanyBaHHs. Bucoka TO4HICTB
HiATBEP/UKYE MPUIATHICTD 3alIPOIIOHOBAHOIO MiAX0Ay A peanbHux loT-cuctem.

2. IlpoBeaeHo cuCTEMHE MOPIBHSIbHE MOCIIKCHHS peami3aiii 1ACHTHIYHUX
HelpoMmepexeBUx  Mojened y  ¢peiimBopkax  TensorFlow Tta  PyTorch.
ExcnepuMeHTanbHl  pe3ysibTaTd  JE€MOHCTPYIOTb, 110 o0uaBa  (pelMBOpKU
3a0€e31e4y0Th MPAKTUYHO €KBIBAJEHTHY Ta BUCOKY TOYHICTh Kiacudikamii (~99.3%),
110 MIATBEPKYE iXHIO €(PEKTUBHICTH ISl BUPIIIEHHS OCTABJIEHOI 3a1a4i. KimrouoBa
BIJIMIHHICTh BUSIBIIIETbCA B TNPOAYKTHUBHUX Xapakrepuctukax: TensorFlow wmae
CYyTTEBY IiepeBary B IIBUAKOCTI HaBuaHHs (Ha 41.9% mBumie), Toai sik PyTorch
JIEMOHCTPYE €KCTpeMasibHy MepeBary B IIBHAKOCTI 1HQEPEHCY Ta 3HAYHO HIDKYY
JATEHTHICTH, IO pOOUTH HOTO ONTHUMAILHUM JJIsSi CUCTEM PEABHOTO Yacy.

3. 3anpornoHoBaHo apxitekTypy MLP mepexi 512-256-128-64-3, ontumizoBaHy
JUTs aHai3y BucokoBuMipHuX jnaHux loT-tpadiky. ApxitekTypa eheKTUBHO BUSBIISE
CKJIQJH1 HEJIHIIHI 3aJeKHOCTI y MepexeBoMy Tpadiky Ta 3ade3neudye cTaOuUIbHE
HaBYaHHs 0€3 03HaK MEepPeHaBUYaHHS.

4. CchopMoBaHO penpe3eHTAaTUBHUI 1aTaceT 00'eMoM 4 MibioHU 3pa3KiB 3 106
O3HaKaMH, 1o iMiTye peanbHuid [oT-Tpadik 13 30a1aHCOBaHUM PO3MOJIIIIOM KJIACIB.
JlaTaceT mMoxxe OyTH BHUKOPHUCTAHWM SIK €TAJIOHHUW JUISl TOJANBIINX JOCIIKEHb Y
rany3si loT-0e3neku.

5. BcraHoBIEHO, 1O 3aPONOHOBAHI MOEINI JEMOHCTPYIOTh BUCOKY CTIHKICTb
70 PI3HUX THIIIB KiOepaTak, 3 HaWMEHIIOK KITBKICTIO MOMIJIOK MpHU Kiacuikarii
HopMmasbHOTO Tpadiky (694 anomanii jis TensorFlow ta 702 gns PyTorch 3 1,13

MUIBHOHA 3pa3KiB), IO € KPUTHYHO BAXKIMBUM IS MIHIMI3amii ITOMHIIKOBUX
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CHpallbOBYBaHb Y peaJbHUX CUCTEMaX OC3MEeKH.

OTpuMaHi pe3ysbTaTd MalTh BKJIMBE MPAKTHYHE 3HAYEHHS I PO3POOKH
epexTuBHUX cucteM Kibepoesneku s loT-mepex. 3anmponoHOBaHUN METOA MOKE
OyTH BHIPOBAXKEHUH Yy CHCTEMax MOHITOPUHTY KPUTHYHOI iH(pacTpyKTypH,
pO3yMHHX MicTax Ta TmpomucioBux loT-cictemax st mpoTHmii CydacHUM

Kibep3arposam.
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JOJATOK A
KOJI PEAJIIBALIII CUCTEMH BUSBJIEHHS KIBEPBTPYYAHD
Jluctuar A.1 — OcCHOBHMM MOAYTb JOCHIIKEHHS 3 IMIOpPTaMH Ta

HaJIallTYBAHHAMHA

# o/ IMIIOPTU TA HAJIAIITYBAHHS

import 0s

import numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

import tensorflow as tf

import torch

import torch.nn as nn

import torch.optim as optim

from sklearn.datasets import make classification

from sklearn.model selection import train_test split

from sklearn.preprocessing import StandardScaler

from  sklearn.metrics  import accuracy score, classification report,
confusion_matrix, fl score

import time

import json

from datetime import datetime

from google.colab import files

import shutil

# (@ HAJALUTYBAHHS

np.random.seed(42)
tf.random.set seed(42)

torch.manual seed(42)
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Jluctunr A.2 — ®dyHkiisa renepariii naracety loT Tpadiky

def generate 1ot traffic dataset():
"""T"eneparist Benukoro natacery loT tpadiky 3 anomamismu"""
n_samples = 4000000
n_features = 84
X parts =[]

y_parts = []

for 1 in range(4):

X part, y part =make classification(
n_samples=1000000,
n_features=n_features,
n_informative=50,
n_redundant=25,
n_repeated=9,
n_classes=3,
n_clusters per class=2,
flip_y=0.01,
class sep=2.5,
random_state=42 +1

)

X parts.append(X_part)

y_parts.append(y_part)

X =np.vstack(X_parts)
y = np.hstack(y_parts)

packet_sizes = np.random.exponential(200, (X.shape[0], 8))
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time_intervals = np.random.gamma(3, 1, (X.shape[0], 6))
protocol features = np.random.randint(0, 8, (X.shape[0], 5))
tcp_flags = np.random.randint(0, 2, (X.shape[0], 3))

X =np.hstack([X, packet sizes, time intervals, protocol features, tcp flags])

X train, X test, y train,y test = train_test split(
X, y, test size=0.15, random_state=42, stratify=y

scaler = StandardScaler()
X _train = scaler.fit_transform(X train)

X test = scaler.transform(X _test)

return X train, X test,y train, y test, scaler

Jluctunr A.3 — ApXiTEeKTypH HEUPOHHUX MEPEK

def create tensorflow model(input dim, num_classes):
"""Cropenns TensorFlow mozaemi ans loT Tpadiky"""

model = tf.keras.Sequential([
tf.keras.layers.Dense(512, activation="relu', input shape=(input_dim,)),
tf.keras.layers.BatchNormalization(),
tf.keras.layers.Dropout(0.4),
tf.keras.layers.Dense(256, activation="relu'),
tf.keras.layers.BatchNormalization(),
tf.keras.layers.Dropout(0.3),
tf.keras.layers.Dense(128, activation="relu'),

tf.keras.layers.BatchNormalization(),

tf.keras.layers.Dense(64, activation="relu'),
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tf.keras.layers.Dense(num_classes, activation='softmax')

D

model.compile(
optimizer=tf.keras.optimizers.Adam(learning_rate=0.0005),
loss='sparse categorical crossentropy’,
metrics=['accuracy']

)

return model

class PyTorchModel(nn.Module):
"""PyTorch mogens s loT Tpadiky"""
def inmit (self, input dim, num_classes):
super(PyTorchModel, self). init ()
self.network = nn.Sequential(
nn.Linear(input_dim, 512),
nn.BatchNorm1d(512),
nn.ReLU(),
nn.Dropout(0.4),
nn.Linear(512, 256),
nn.BatchNorm1d(256),
nn.ReLU(),
nn.Dropout(0.3),
nn.Linear(256, 128),
nn.BatchNorm1d(128),
nn.ReLU(),
nn.Linear(128, 64),
nn.ReLU(),

nn.Linear(64, num_classes)
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def forward(self, x):

return self.network(x)

81



JTIOJATOK B
METOJI HABYAHHSI TA OLIIHKU MOJIEJIEN

Jluctunr b.1 — @ynkiuis naByanus TensorFlow moneni

def train_tensorflow model(model, X train, y train, X test, y test):

"""Hapuanus TensorFlow momeni

start_time = time.time()

callbacks = [
tf.keras.callbacks.EarlyStopping(patience=8, restore best weights=True),
tf.keras.callbacks.ReduceLROnPlateau(patience=>5, factor=0.5,
min_1r=0.00001)

]

history = model.fit(
X train, y_train,
epochs=40,
batch size=512,
validation data=(X test, y test),
callbacks=callbacks,

verbose=1

training_time = time.time() - start time
y_pred proba = model.predict(X test, verbose=0, batch_size=512)
y_pred = np.argmax(y pred proba, axis=I)

accuracy = accuracy_score(y_test, y pred)

fl =11 score(y test,y pred, average='weighted")
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return model, history, y pred, training_time, accuracy, fl

Jluctunr b.2 — @ynkuis naByanas PyTorch mozgeni

def train_pytorch model(model, X train, y train, X test,y test):
"""Haguannas PyTorch mogemi"""
device = torch.device('cuda’ if torch.cuda.is available() else 'cpu')

model = model.to(device)

train_dataset = torch.utils.data. TensorDataset(
torch.FloatTensor(X train),
torch.LongTensor(y_train)

)

train_loader = torch.utils.data.DatalLoader(

train_dataset, batch size=1024, shuffle=True, num_ workers=2

test dataset = torch.utils.data. TensorDataset(
torch.FloatTensor(X test),
torch.LongTensor(y_test)

)

test loader = torch.utils.data.Datal.oader(

test dataset, batch size=1024, shuffle=False, num workers=2

criterion = nn.CrossEntropyLoss()
optimizer = optim.Adam(model.parameters(), Ir=0.0005, weight decay=1le-
4)

scheduler = optim.Ir_scheduler.StepL.R (optimizer, step_size=15,

gamma=0.5)
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start_time = time.time()

history = {'loss": [], 'val_accuracy": [], 'val loss": []}

for epoch in range(40):

model.train()

epoch_loss =0

for batch X, batch y in train_loader:
batch X, batch y =batch X.to(device), batch y.to(device)
optimizer.zero_grad()
outputs = model(batch X)
loss = criterion(outputs, batch y)
loss.backward()
optimizer.step()

epoch_loss += loss.item()

scheduler.step()

model.eval()
val correct =0
val total =0
val loss =0
with torch.no_grad():
for batch X, batch y in test loader:
batch X, batch y =batch X.to(device), batch y.to(device)
outputs = model(batch X)
val loss += criterion(outputs, batch_y).item()
_, predicted = torch.max(outputs.data, 1)
val total += batch y.size(0)

val correct += (predicted == batch_y).sum().item()
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val accuracy = val correct/ val total
history['loss'].append(epoch_loss / len(train_loader))
history['val loss'].append(val loss / len(test loader))

history['val accuracy'].append(val accuracy)

training_time = time.time() - start time

model.eval()
all preds =[]
with torch.no grad():
for batch X, in test loader:
batch X = batch X.to(device)
outputs = model(batch X)
_, predicted = torch.max(outputs.data, 1)

all preds.extend(predicted.cpu().numpy())
y_pred = np.array(all preds)
accuracy = accuracy score(y_test, y pred)

fl1 =f1_score(y_test, y pred, average='weighted')

return model, history, y pred, training_time, accuracy, fl
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JTOJNATOK B
METO/M AHAJII3Y TA BI3VAJIIBAILIL PE3VJILTATIB

Jluctunr B.1 — ®yHKI11sg aHATI3y aHOMAJIIH MEPEKEBOTO TpadiKy

def analyze traffic anomalies(results_dir, tf results, torch results, y_test):
""" AHami3 aHoMmauii y MmepexkeBomy Tpadiky 1o gacy""

tf model, tf history, tf pred, tf time, tf acc, tf fl =tf results

torch_model, torch history, torch pred, torch time, torch acc, torch fl1 =

torch_results

tf anomalies = tf pred !=y test

torch anomalies = torch pred !=y test

timestamps = np.arange(len(y_test))
window_size = 200

time windows = []

tf anomaly rates =[]

torch_anomaly rates =[]

for 1 in range(0, len(y_test) - window_size, window _size//4):
tf rate = np.mean(tf anomalies[i:i+window_size])
torch_rate = np.mean(torch_anomalies[i:i+window_size])
time windows.append(i)
tf anomaly rates.append(tf rate)

torch anomaly rates.append(torch rate)
anomaly analysis = {

'tf total anomalies': int(np.sum(tf anomalies)),

'torch_total anomalies': int(np.sum(torch anomalies)),
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'tf anomaly rate': float(np.mean(tf anomalies)),
'torch_anomaly rate": float(np.mean(torch_anomalies)),
'time analysis': {

'windows': [int(x) for x in time windows],

'tf rates': [float(x) for x in tf anomaly rates],

'torch_rates': [float(x) for x in torch_anomaly rates]

return anomaly analysis

Jluctunr B.2 — ®OyHKIIis aHaMi3y 00YHCIIOBAIBHOI CKIATHOCTI

def analyze computational complexity(results dir, tf results, torch results,
X test):
""" AHasi3 00YMCITIOBAIBHOT CKIIaIHOCTI Mojeneit"""
tf model, tf history, tf pred, tf time, tf acc, tf fl =tf results
torch_model, torch history, torch pred, torch time, torch acc, torch fl =

torch results

tf params = tf model.count params()

torch_params = sum(p.numel() for p in torch_model.parameters())

sample_sizes = [100, 500, 1000, 5000]
tf inference times = []
torch_inference times =[]

tf operations_per second = []

torch_operations per second =[]

device = next(torch_model.parameters()).device
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for size in sample_sizes:

X sample = X _test[:size]

tf times =[]
for _in range(5):
start_time = time.time()
_ =tf model.predict(X sample, verbose=0)

tf times.append(time.time() - start time)

torch model.eval()
X sample torch = torch.FloatTensor(X sample).to(device)

torch times =[]

with torch.no_grad():
for _in range(5):
start_time = time.time()
__=torch_model(X sample torch)

torch times.append(time.time() - start time)

tf avg time = np.mean(tf times)

torch_avg time = np.mean(torch times)

tf inference times.append(tf avg time)
torch_inference times.append(torch _avg time)
tf operations per second.append(size / tf avg time)

torch operations per second.append(size / torch avg time)

computational analysis = {

'parameters': {
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'tensorflow': tf params,
'"pytorch': torch_params
s
'inference times": {
'sample sizes': sample_sizes,
'tensorflow': [float(x) for x in tf inference times],
'pytorch': [float(x) for x in torch inference times]
s
'operations_per second': {
'sample sizes': sample_sizes,
'tensorflow': [float(x) for x in tf operations per second],

'pytorch': [float(x) for x in torch operations per second]

return computational analysis
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JTOJATOK I'

Ta6muis 1.1 — IopiBHspHUIM aHai3 dpelMBOpKiB rmubokoro HaBuaHHs TensorFlow

ta PyTorch
Kpurepiii
. TensorFlow PyTorch
MOPIBHSHHS
Cratuunuii rpad (define-
and-run) 3 mMATPUMKOIO Juuamiuauii rpad (define-
[Iporpamua _
eager execution. CuiibHa by-run). O0uucIIOBaILHUM
napajaurma Ta _
_ MITPUMKA CTATUYHHUX rpad OyayeTbcs Ha JBOTY,
apXxiTeKTypa / . .
rpadis yepe3 @tf.function 1110 3a0€e31e4y€e THYYKICTb.
JUTST OIITUMI3AI.
- Cepenns/Bucoka.
Bucoka. 3pim iHCTpyMeHTH .
Inctpymentu (TorchScript,
ontumizarii (TF-Lite,
TorchServe) akTuBHO
TensorRT), mo
[IpoTyKTUBHICTB . PO3BUBAIOTHCS, A€ MOXKYTh
. 3a0€e3MeuyI0Th €(DEKTUBHICTh .
iH(pepeHcy _ MOCTYHaTHUCS 3PLIOCTIO
y IpoAaKieHi, 0COOJIMBO Ha
_ exocucremu TensorFlow nis
MOOUIFHUX Ta BOYI0BaHUX
BUCOKOHABAHTAKEHUX
cucremax (Hampukiazn, [oT). /
CEpBICIB.
Cepenns/Bucoka.
Bucoxka. lunamiunuii rpad
Cratuunuii rpad 103BOJISIE
MEHII 00TSKYBaJIbHUMN, 1110
MPOBOJIUTH TIIMOOKY
[[IBuAKICTH o 9gacTo 3a0e3nevye MBHIITY
ONTUMI3Alli10, 1[0 MOXKE _ ' .
HABYAHHS iTeparlito Ha eTari
3a0e3reuyBaTu Kpariry '
o JOCTIIKEHHS Ta
yrum3zaiio GPU/TPU mns
5 IPOTOTUITYBaHHSI.
BEJIMKUX MOJCIIEH.
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Kpurepiii

' TensorFlow PyTorch
HOPIBHSAHHS
Oobwmexena. HaBiTh y pexumi ' '
. Bucoxa. IIpsma 1iaTerpamis 3
eager execution cTek
_ HanaroxyBauyamu Python
' BUKJIMKIB MOX€E OyTH _
3pYyUHICTb . (pdb). MoxuBICTh
CKJIaJIHUM JJIsl aHaJli3y, a .
HAJIArOJ[YKCHHS BUKOPUCTOBYBaTH print() Ta

poboTa 31 CTAaTUYHUMHU
rpadamu yCcKIaJIHIOE

B1JUIarOJKEHHS.

1HCIIEKTYBaTH TCH30PH TIi]

qaC BUKOHAaHHA.

Posropranus B
MPOJAKIICH

(Production)

Biaminne. 3pina
exocuctema: TensorFlow
Serving (cepBepu), TF-Lite
(mo6inpH1/embedded), TFX
(end-to-end pipelines).

IcTopuuHO cuiibHA CTOpOHA.

3anoBuibHEe/Bucoke.
[actpymentu (TorchServe,
ONNX) akTBHO
PO3BUBAIOTHCS Ta
BIIOCKOHAJTIOIOTHCSA. MOXYTh
BUMAaraTt J10JJaTKOBUX

3yCWJIb JJIS1 CKJIQTHUX

CriyibHOTA Ta

TTOKyMEHTAITis

PO3ropTaHk.
Hyxe Benuka. [linTpumka Benuka ta
Google, Benmka KUIbKICTh LIBHJIKO3POCTAI0Ya.

KOPIOPATUBHUX
KOpHCTYBauiB, MacCIITaOH1
npoekTH. bararo pecypcis
JUTSl IPOMUCIIOBOTO

3aCTOCYBaHHSI.

JlimepcTBO B akaJAeMIdYHUX
nociipkeHHsax (monaa 75%
nyOnikariiit). CuibHa
niaTpuMka yepe3 Hugging

Face Ta 10111 CIIIJIBHOTH.

[neansHa chepa

3aCTOCYBaHHS

IIponakmeHn-cucremMu,

BOynoBani npuctpoi(loT),

HaykoBi gocmimkeHHs,

MBHUAKE IIPOTOTUITYBAHH,
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Kpurepiii

MOPIBHSIHHS

TensorFlow

PyTorch

BHCOKOHABAaHTAXKEH1 CEpPBICH,

MaciTalHi 1HpepeHe-

3aBJaHHA.

CKCIICPUMCHTH 3 HOBUMHA

apXiTEeKTypaMu, OCBITA.

Tabmurs 2.6 — [IpoToko eKkcrepuMeHTaNbHUX JT0CIHIKEHb

Kpurepii
Eran Merta Metoau .
OLIIHKH
['eneparis bananc
[TinroroBka make classification, _
pPENpPE3EHTaTUBHOTO _ KJIACIB,
TaHUX BJIACH1 F€HEPaTOpH .
JTaTaceTy SAKICTh O3HAK
. InenTruni
ITop1BHAHHSA . Yac
Hapuanns apXITEKTYpPH,
TensorFlow vs _ HABYaHH,
MOJIEIeH OJIHAaKOBI1 o
PyTorch _ CTaOlIBbHICTh
rinepnapameTpu
Amnams ToYHICTB,
Metpuku accuracy,
O1iHKa SIKOCT1 e(heKTUBHOCTI nosHoTa, F1-
X N\ F1, precision, recall
Kiacudikarii score

Onepairiii 3a

Anami3 O1iHKa MBUIKOCTI BumiproBanHs yacy
: ) CEKyHAY,
MPOIYKTUBHOCTI | poOOTH iH(pepeHcy
3aTPUMKH
[lepeBipka o p-value,
CrarucTuyHa t-recTH, TOBIpUl
o 3HAYyIIOCTI . J0BIpUl
BaJIiaIlis ' iHTEepBaIH '
pe3ynbTaTiB IHTEepBaJIH
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Tabnuusg 3.1 — JleranpHa anapaTHa KOHQIrypallis eKCIepUMEHTAIbHOTO CEPEIOBUIIA

[Ipu3HaueHHs B

KommoneHT XapaKkTepuCTUKH Bepcis/Monens .
€KCIIEPUMEHTI
[Tpuckopenns
. NVIDIA T4, 16 GB
["padiunmii Compute MaTPUYHHUX
GDDR6, 2560 - _
MpOIIECOp Capability 7.5 00YHCIICHB MiJ Yac
CUDA snep
HABYaHHS
VYpaBiiHas
[{eHTpanbHMii Intel Xeon, 2 vCPU
Cascade Lake poIecaMu Ta

Mpo1eCcCop @ 2.20 GHz
00poOKa JaHux
30epiranss

OmnepaTuBHA JlaTaceTiB Ta

12 GB DDR4 2400 MHz _

[aM'siTh IIPOMIKHUX
pe3yJIbTaTiB
30epiranHs KoJiB,

Jlnckose

68 GB SSD - MoOJENen Ta

CXOBHIIIE . .
pe3yabTaTIB aHATI3Y)|
3aBaHTaXEHHS

MepexeBuit 010;110TEK Ta

' 10 Gbps Ethernet -

iHTepdeiic EKCITOPT
pe3yJbTaTiB

Tabmuus 3.5 — [MopiBHSHHS 3 Cy9aCHUMU JTOCIT1IKCHHIMHU
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OO0cs
JlocaimxeHH Accurac Fl1- T
Merton [aracer
s y Score IaHU
X
Hare
TTOCITIIKEHH
99.33 Cunre30BaHn 4M
ST MLP 99.33%
% i [oT 3pa3KiB
(TensorFlow
)
Hare
99.31 CunHTte30BaHU 4M
JIOCII1JKEHH MLP 99.31% .
% i [oT 3pa3KiB
s (PyTorch)
Al-Garadi et CNN- 2.8M
98.7% 98.5% CICIDS2017 _
al. (2020) LSTM 3pa3KiB
Ferrag et al. 1.2M
DNN 99.1% 99.0% Edge-IloTset .
(2022) 3pa3KiB
Hammad et Autoencode 2.5M
98.9% 98.8% UNSW-NB15
al. (2021) r 3pa3KiB
Tabmuns 3.10 — EQexTuBHICTh BUSBICHHS PI3HUX THUITIB aTak
. CkuagHicT
TensorFlo PyTorc Pi3uunn
Tun ataku ITigTun b
w F1 hF1 i
BUSIBJICHHS
DDoS +0.000
UDP Flood 0.9942 0.9939 Husbka
aTaKH 3
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CkJtagHict

TensorFlo PyTorc Pi3Hun
Tuno ataku [TigTun b
w Fl1 h F1 s
BUSIBJICHHS
+0.000
TCP Flood 0.9938 0.9935 ; Husbka
HTTP +0.000
0.9915 0.9911 Cepenns
Flood 4
ICMP +0.000
0.9945 0.9942 Hwusska
Flood 3
CxaHyBaHH +0.000
Port Scan 0.9931 0.9928 3 Cepenns
9
Network +0.000
0.9928 0.9925 Cepenns
Scan -
Vulnerabilit +0.000
0.9895 0.9890 Bucoxka
y Scan o
Service +0.000
. 0.9912 0.9908 Bucoxka
Detection 4
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